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Abstract. Whereas most research on network evolution has focused on the role of inter-
action opportunities in the formation of new ties, this paper addresses tie decay choices.
When the opportunity structure gets reorganized, social actors make choices about which
ties to retain and which to allow to decay, informed by their past experience of the tie.
I argue that, conditional on changes in opportunity, people (especially those with Machi-
avellian personalities) choose to retain ties to valuable contacts, they retain reciprocated
ties (especially with highly empathic others), and they retain socially embedded ties (espe-
cially if they are low self-monitors). The empirical design, which exploits a randomized
natural experiment, confirms these hypotheses and suggests that our understanding of tie
decay choices—and, consequently, of network evolution—is enhanced by an integrated
theoretical perspective that encompasses both social structure and social psychology.
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Introduction
Few observers of organizations now doubt that social
networks matter. Research over the past several de-
cades has consistently shown that advantageous net-
works are associated with superior attainment in both
markets and organizations, including such outcomes
as promotion, compensation, employment, and subjec-
tive performance evaluation (e.g., Burt 1992, Podolny
and Baron 1997, Burt 2004,Mizruchi et al. 2011). Yet, for
all the progress that has been made in understanding
the consequences of networks, far less is known about
the forces that drive network formation and evolution
(Zaheer and Soda 2009).
Research on network evolution has focused on tie

formation, which is known to occur through a process
of opportunity and choice, with much of this research
emphasizing the role of opportunity in creating new
ties (e.g., Festinger et al. 1950, Sailer and McCulloh
2012). In this paper, I seek to extend our understanding
of the evolution of networks by examining the decay
of social ties, the equally fundamental, but less well
understood, side of network evolution. I argue that
because tie decay necessitates the preexistence of (and,
correspondingly, knowledge about) a social relation,
deliberate choice plays a more prominent role in tie
decay than it does in tie formation. Because individ-
ual choice is influenced by both individual and con-
textual factors, understanding decay choices—that is,
understandingwhich ties are likely to decay andwhich
to persist, holding opportunity constant—requires an
integrated theoretical perspective encompassing both
social structure and social psychology.

To elucidate the role of such decay choices in net-
work evolution, and to drive a theoretical wedge
between shifting opportunities and tie decay choices,
I exploit a randomized, natural experiment in which
social settings (Feld 1981) are randomly assigned and
reassigned: the reorganization of class sections in a
Masters in Business Administration (MBA) program.
Consistent with the theory, empirical results confirm
that, conditional on changes to opportunity struc-
tures, people (especially those with Machiavellian per-
sonalities) choose to retain ties to valuable contacts,
they retain reciprocated ties (especially with highly
empathic others), and they retain socially embedded
ties (especially low self-monitors). The empirical evi-
dence assembled here supports the claim that our
understanding of tie decay choices is enhanced by the
theoretical integration of social psychology with struc-
tural theories of network change.

Tie Decay Choices in Network Evolution
Given the fundamental importance of networks to indi-
vidual (e.g., Burt 1992, 2005), group (e.g., Reagans
and Zuckerman 2001, Reagans et al. 2004), and orga-
nizational outcomes (e.g., Argote and Ingram 2000,
Kleinbaum and Tushman 2007, Alcácer and Zhao
2012, Dahl and Sorenson 2012), much scholarly effort
has recently been directed to understanding the
antecedents of network structure and dynamics. Early
work in this domain emphasized the stability of net-
works, with prior structures predicting future struc-
tures (e.g., Feld 1997). Other work has focused on
intrapersonal factors, such as personality (e.g., Kilduff
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and Krackhardt 2008, Kleinbaum et al. 2015) or, even
more fundamentally, neuroanatomy (e.g., Lewis et al.
2011, Powell et al. 2012) in explaining differences in
network size and structure.
At root, any analysis of network evolution requires

an understanding of two fundamental processes: the
formation of new ties and the decay of old ones. Accu-
mulated evidence has taught us a lot about the fac-
tors that govern tie formation. Research has shown that
new ties get formed through the confluence of oppor-
tunity and choice (e.g., McPherson and Smith-Lovin
1987, Sorenson and Stuart 2008). Much of this research
has focused on opportunities for interaction, which are
created when social foci of various kinds bring indi-
viduals into contact (Feld 1981). Consistent with this
perspective, Kossinets and Watts (2009) showed that
among university students, taking the same course
induced the formation of ties through a mechanism of
increased opportunity. Similar effects have been shown
in a corporate setting (e.g., Han 1996, Kleinbaum et al.
2013), even when accounting for other bases of inter-
action, such as geographic propinquity (Allen 1977)
or task interdependence (Galbraith 1973). Conditional
on the opportunity afforded by such contact, some
people may choose to seize that opportunity by inter-
acting and forming relationships. Social similarity in,
for example, gender (Ibarra 1992), race (Ibarra 1995,
Goodreau et al. 2009), attitude (Byrne et al. 1986),
and personality (Feiler and Kleinbaum 2015) has been
shown to increase the likelihood of tie formation, con-
ditional on opportunity.

But social networks cannot grow without bound. To
the extent that there are cognitive (Simon 1945, Dunbar
2008) and physiological (Lewis et al. 2011, Powell et al.
2012) constraints on network size, network change
requires not only the formation of new ties, but also
the decay of old ones. Yet far less research has explored
the determinants of tie decay, this second fundamen-
tal process of network evolution. In one of the earliest
studies to focus on tie decay, Burt (2000, p. 8) analyzed
the decay of “frequent and substantial business” ties
among investment bankers over four years and sug-
gested that the same factors that promote tie formation
also tend to impede tie decay. More recent research
has examined the factors associated with the decay
of friendship ties (Martin and Yeung 2006), mobile
phone communication links (Raeder et al. 2011), and
key professional contacts (Jonczyk et al. 2016), but the
literature remains sparse. If we accept the premise
that network evolution proceeds through the dual pro-
cesses of tie formation and tie decay, then the relative
dearth of research on tie decay represents a significant
gap in our understanding of network evolution.

Taken together, the limited extant literature focuses
on the role of changing opportunity structure in induc-
ing tie decay, in much the sameway that opportunity is

emphasized in the tie formation literature. As one col-
lege student in McCabe’s (2014, p. 209) ethnographic
study described the decay of a friendship tie with the
change in semesters: “Work kind of takes over. You
can’t call as often. And then you just kind of drift
apart and into new groups of friends. . . .There was no,
like, fight or something that occurred that made us not
friends. I just don’t see them.” Similarly, Burt (2000,
p. 2) describes the decay of ties as a consequence of
opportunism in the earlier process of tie formation:
“Many relationships originate from factors, exogenous
to the two people involved, that define opportuni-
ties for relations to form . . . regardless of individual
preferences. . . . [In such situations,] it is rude not to
strike up a relationship. Thus, relationships generated
by exogenous factors (not all are of course) will often
connect people who discover that they do not enjoy
one another or cannot work well together, so they dis-
engage in favor of more compatible contacts.” When
tie formation is driven by opportunity, reorganization
of that opportunity structure will tend to induce the
decay of dyadic ties.

Although reorganization may, in general, induce tie
decay, this tendency can be overcome by the active
choices of individuals. Indeed, anyone who has ever
had a friend knows that when the structural locus of
interaction is reorganized away, people may actively
choose to continue interacting with one another, at the
cost of greater effort, to sustain the relationship. Thus,
the interesting theoretical question concerns not the
main effect of reorganization of opportunity structures
on tie decay, but the heterogeneity in this effect: under
what structural and psychological conditions will one
choose to retain a tie when the underlying opportu-
nity structure is reorganized? I argue that, conditional
on shifting opportunity, people make choices about tie
decay and persistence and that such choices differ sys-
tematically from tie formation choices.

The basis of this systematic difference lies in a funda-
mental asymmetry between tie formation and tie decay
that has important implications for the choices actors
make about network change. Prior to tie formation,
two disconnected actors have limited information—
and may even lack awareness altogether—about one
another.1 This relatively limited information means
that although one can speculate about the social or
professional benefits that a potential new tie might
later convey, such speculation is necessarily imperfect.
Blumstein and Kollock (1988, p. 483) put it succinctly:
“Two strangers cannot be incompatible.” Indeed, this
relative lack of information may explain why the tie
formation literature has emphasized opportunity over
choice. When it comes to existing ties, on the other
hand, people can better assess the benefits that another
person brings them based on their own prior expe-
rience of interacting with that person. Consequently,
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they can make better-informed decisions about which
of their contacts they might want to retain in their net-
works and which ties to permit to decay. Simply put,
they can make better tie decay choices.
Building on this asymmetry, the aim of this paper

is to elucidate the mechanisms of tie decay choices.
To do this, I exploit a strategic research setting that
takes opportunity out of the equation: reorganization.
In the face of the changing interaction opportunities
that occur in a reorganization, which ties do people
choose to retain and which ties do they allow to decay?
I argue that three factors contribute to tie decay choices:
individual strategic action, dyadic tie reciprocity, and
structural embeddedness. Furthermore, to the extent
that these factorsmatter in general, the degree towhich
they matter to a given person should vary as a function
of individual psychological factors. We most expect
to see individual strategic action from high Machi-
avellians; dyadic reciprocity should exert the strongest
effect in the presence of perceptions of high empa-
thy; and the effect of structural embeddedness should
vary as a function of self-monitoring personality. These
moderators both extend the theory and confirm the
hypothesized mechanisms.

Hypothesis Development
First, I consider the extent to which individual dif-
ferences may motivate social actors to retain their
ties with some contacts while allowing other ties to
decay. The premise of this argument is, simply put,
that some contacts have greater value than others.
There are numerous sources of value that a contact
can provide, ranging from friendship and social sup-
port (Ibarra 1992) to strategic information and mate-
rial resources (Burt 1992). There are also numerous
sources of variation in the value of a contact, which
may vary as a function of the contact’s location in
the formal organizational structure, access to needed
resources, position in the informal network, or person-
ality (Mechanic 1962, Cook and Emerson 1978, Burt
2005). And although there is voluminous practitioner-
oriented writing on the subject, the scholarly literature
has generally been dubious about actors’ ability to
strategically form relationships with advantaged oth-
ers. For example, Ryall and Sorenson (2007) offer
analytic proofs and agent-based simulation models
showing that, absent special conditions, one actor’s
attempt to network strategically is foiled by the equally
strategic networking of other actors. Other work—both
conceptual (e.g., Blau 1964, pp. 62–63) and empirical
(e.g., Kleinbaum et al. 2015)—suggests that peoplewho
appear to be strategically motivated may be rebuffed
in their attempts to connect with others, undermining
their ability to build the ties that they covet.

But whereas the ability to form ties depends, in part,
on the agency of others (Kleinbaum et al. 2015), actors

have greater unilateral latitude to invest in maintaining
some existing ties while allowing others to wither
(Simmel 1902, pp. 122–124).2 For this reason, I argue
that, all else being equal, and whatever the value that
a contact provides, actors’ tie decay choices will favor
more valuable contacts over less valuable contacts.

If such strategic agency does play a role in guiding tie
decay choices, research in personality psychology sug-
gests that such self-serving, calculated behavior will
not be evenly distributed across the population; rather,
it should vary with the personality trait of Machiavel-
lianism. Taking inspiration from the writings of the
Medici adviser in Renaissance Florence (Machiavelli
1910), psychologists have described the construct of
Machiavellianism as a duplicitous achievement orien-
tation marked by cynical beliefs and pragmatic moral-
ity (Christie and Geis 1970). Highly Machiavellian
individuals are known to behave strategically to max-
imize their own advantage, with little regard to the
consequences for others (Austin et al. 2007). Focusing
specifically on social networks, Shipilov et al. (2014)
have shown that highly Machiavellian people network
more actively andmore deliberately. I hypothesize that
the general tendency to maintain ties to valuable con-
tacts while allowing ties to less valuable contacts to
decay will vary as a function of the focal person’s
Machiavellian personality.

Hypothesis 1. In the face of reorganization, people choose
to retain ties to more valuable contacts and allow ties to less
valuable contacts to decay.

Hypothesis 1A. The effect of a contact’s value on tie decay
choices will be especially strong for people with highly
Machiavellian personalities.

A second factor that mitigates the tendency for reor-
ganization to induce network decay is tie reciprocity, a
state in which two individuals each view the other as a
friend. The tendency to reciprocate others’ social inter-
actions is so strong and so pervasive, it has become
taken for granted as a “norm” of social life (Gouldner
1960) and, as a consequence, a “fundamental principle
of network formation” (Schaefer et al. 2010). Empirical
evidence abounds on the pervasiveness of reciprocity
in helping, favor exchange, and gift giving (e.g., Flynn
2003, Bartlett and DeSteno 2006, Cook and Rice 2006),
and, to a lesser extent, in the more fundamental pro-
cesses of initiation of conversation, self-disclosure, and
other gestures of friendship that comprise the forma-
tion of social ties (e.g., Friedkin 1990, Sprecher et al.
2013). One mechanism that gives rise to the recipro-
cation of social ties in networks is the tendency of
people to like others who like them (Newcomb 1956).
More generally, research in psychology has shown that
being liked creates positive affect and even neural
reward activity (Davey et al. 2010) and that positive
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affect induces interpersonal attraction, both in gen-
eral (Gouaux 1971) and specifically toward the other
(Montoya and Insko 2008). A related mechanism lies
in the observation that asymmetry in friendship can
result in discomfiting imbalance (Heider 1958), a state
often resolved either by alter’s reciprocation of the tie
or by ego’s withdrawal from it (Hallinan 1979).
Of course, not all ties are reciprocated. Despite

strong social norms and psychological tendencies
that encourage reciprocation of social ties, there are
other logics of network formation that tend to leave
ties unreciprocated, such as status dynamics (e.g.,
Podolny 2005) or resource dependence (e.g., Pfeffer
and Salancik 1978). And although natural variation
occurs in the reciprocation of social ties, little research
has focused on the consequences of reciprocity in
social interaction. Blau (1964), in his work on social
exchange, suggested that reciprocated ties are stronger
and, therefore, more stable than unreciprocated ties
because of the mutual exchange of emotional invest-
ments. Subsequent empirical work has shown that
reciprocated ties are more likely to persist over time
than unreciprocated ones (Hidalgo and Rodriguez-
Sickert 2008), especially if one views tie reciprocity as
an indication of tie strength (Friedkin 1990). Conse-
quently, I expect that when the opportunity structure
is reorganized, tie decay choices will favor reciprocated
ties over those that are not reciprocated.

Underwhat circumstanceswill tie reciprocity reduce
the focal actor’s willingness to let the tie decay? The
answer lies in ego’s beliefs about alter’s motivation to
reciprocate the tie. Just as the focal individual may
behave strategically, retaining some ties while allowing
other ties to decay, so too may alter behave strategi-
cally. And if alter is perceived as having reciprocated
ego’s friendship for instrumental or strategic reasons,
ego may prefer to allow that tie to decay, engaging
instead with other contacts. Conversely, if alter is per-
ceived as genuinely understanding the thoughts and
feelings of others (Rogers 1980) and as having recipro-
cated ego’s tie to forge ameaningful relationship (Oishi
et al. 2008), ego may be more likely to choose to retain
the tie. In this way, perceptions of alter’s empathy may
affect ego’s willingness to retain the contact following a
reorganization of opportunity structures. Indeed, prior
research suggests that perceptions of a person’s empa-
thy play a critical role in determining whether oth-
ers choose to reciprocate their social ties (Kleinbaum
et al. 2015). Extending this result beyond tie formation,
I argue that the effect of tie reciprocity on the decay
of social relations will vary with perceptions of alter’s
empathy: when alter is viewed as highly empathic, tie
reciprocity will reduce the likelihood of tie decay. Con-
versely, when alter is viewed as lacking in empathy, tie
reciprocity will have little mitigating effect on tie decay
choices.

Hypothesis 2. In the face of reorganization, people choose
to retain reciprocated ties and allow unreciprocated ties to
decay.

Hypothesis 2A. The effect of tie reciprocity on tie decay
choices will be especially strong in ties with others who are
perceived as highly empathic.

Finally, the tendency of network ties to decay or per-
sist in the face of reorganization will also be a function
of the broader social structure within which they are
embedded (Granovetter 1985, Uzzi 1997). Early work
by Simmel (1902) described the impact of third-party
observers to a dyad on dyadic interaction. Coleman
(1988) elaborated this perspective, arguing that closed
networks—networks in which two people tend to
share contacts in common—create normative pressure,
in which a reputation mechanism induces people to
behave “appropriately” in the eyes of observers. For
this reason, Krackhardt (1998) argued, the presence of
shared third parties tends to make a tie “super strong
and sticky”—that is, resistant to decay. Other research
suggests that shared contacts create not only normative
pressures, but also ongoing opportunities for two peo-
ple to interact (Kossinets and Watts 2009), providing a
second mechanism by which embeddedness promotes
ties persistence.

Although the intuition for the effect of social embed-
dedness on tie longevity is straightforward, evidence
of the temporal “stickiness” of embedded ties has
been scarce. Krackhardt (1998) reanalyzed a classic
data set (Newcomb 1961) and found evidence consis-
tent with the persistence of embedded ties. Similarly,
Feld’s (1997) reanalysis of Wallace’s (1966) data on
undergraduates at “Midwest College” and Martin and
Yeung’s (2006) longitudinal analysis of former mem-
bers of urban communes showed that embedded ties
were more likely to be cited again on a subsequent
network survey than less embedded ties. Burt (2001)
showed that social embeddedness slows the rate of
decay of an individual’s tie to an institution. More
recent work in a professional services setting found
that when individuals undergo job transitions, embed-
dedness impedes the decay of their ties to partners in
the firm (Jonczyk et al. 2016). Applying the extant the-
ory and evidence to the present setting, I argue that
social embeddedness will mitigate the extent to which
reorganization induces tie decay choices.

There is little theory or evidence to suggest how
this stickiness will be distributed, however. Com-
bining structural theories with social psychology, I
argue that the effect of social embeddedness on tie
decay should vary as a function of an individual’s
self-monitoring personality. The foundations for self-
monitoring theory lie in Goffman’s (1959) work on
self-presentation. The theory argues that individu-
als exhibit natural variation in the degree to which
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they tend to present themselves favorably to differ-
ent audiences or to dissimilar others (Snyder 1974,
Gangestad and Snyder 2000, Toegel et al. 2007). High
self-monitors are more concerned with understanding
the social norms and reading the behavioral cues of
others and adjusting their own behavior accordingly
(Snyder 1974, Gangestad and Snyder 2000); low self-
monitors, by contrast, tend to express self-consistent
behavior regardless of the social context (Kilduff and
Day 1994). Self-monitoring has long been associated
with brokerage in social networks (e.g., Mehra et al.
2001, Kilduff and Krackhardt 2008), especially when
high self-monitors are skilled at conveying a sense of
empathy (Kleinbaum et al. 2015).
Structural embeddedness impedes the decay of

social ties following reorganization through a reputa-
tion mechanism (Coleman 1988), in which the pres-
ence of mutual friends both encourages and facilitates
ongoing interaction. If so, then for high self-monitors—
who are strongly attuned to their social environments
(Gangestad and Snyder 2000)—even a single mutual
friend should be sufficient to make the reputation
mechanism highly salient and, consequently, to induce
choices that are consistent with social norms of colle-
giality. Just one mutual friend might be sufficient to
create a strong situation (Mischel 1977), inwhich a high
self-monitor closely attends to the presence of others
and feels “maxed out” on reputational salience, with
little incremental effect of additional mutual friends.3
In contrast, because low self-monitors’ behavior tends
to be more self-directed and less socially responsive,
variation in the number of mutual friends should mat-
ter more: many mutual friends would induce socially
responsive behavior even on the low self-monitor,
whereas fewer mutual friends comprise a weaker sit-
uation in which the low self-monitor does not attend
to the presence of mutual friends, instead allowing her
self-directed personality to drive her behavior (Schutte
et al. 1985). Consequently, if the mechanism for the
social embeddedness effect is reputation, variation in
the extent of embeddedness should matter more for
low self-monitors than for high self-monitors.

Hypothesis 3. In the face of reorganization, people choose
to retain more socially embedded ties and allow less socially
embedded ties to decay.

Hypothesis 3A. In dense networks, the effect of social
embeddedness on tie decay will be especially strong in people
with a low self-monitoring personality.

A theory of network evolution requires understand-
ing both tie formation and tie decay. And because tie
decay is, necessarily, informed by first-hand experi-
ence of the value that a tie conveys to one’s network,
tie decay choices are particularly important. Taken
together, the above hypotheses comprise an integrated

theory of social structural and social psychological
antecedents of tie decay choices. Actors’ attributes,
assumptions, agency, and inferences about others are
all argued to influence the role of structure on tie decay
and, consequently, on network evolution.

Data and Methods
To empirically test this theory of network evolution,
I examined the socializing ties among students in a
full-time, residential MBA program at an elite, private
university in the northeastern United States. Although
studies of MBA students may lack the external validity
to generalize readily to other kinds of organizations,
this limitation was counterbalanced by a key feature of
the research setting that is unavailable in virtually any
other empirical context: a randomized, natural experi-
ment in which highly salient social settings were ran-
domly and simultaneously assigned and reassigned
for all members of the cohort (see also Chakravarti
et al. 2014, Hasan and Bagde 2015, Yakubovich and
Burg 2016). As atmany institutions, the business school
examined here randomly assigned students to sections
and study groups upon their arrival on campus in
the fall. Formally, sections serve as the locus of all
coursework; as prior research suggests (Feld 1981) and
as the empirical results will indicate, they also serve
as a focus of informal socializing. Nested within sec-
tions are study groups, in which students collaborate
to learn course material and complete assignments
and which were required to meet at least five days
per week, often for several hours each day, during
the observation period. Assignment to both sections
and study groups followed a stratified random pro-
cess designed to promote diversity within groups and
relative parity of experience across groups. Random
assignment solves the selection problem that has posed a
challenge to causal identification of peer effects in prior
work (Mouw 2006).

The key source of exogenous variation that I exploit
in this study is the reassignment of sections and study
groups that occurred in the winter term, beginning in
January. Winter term sections and study groups were
assigned by the administration of the MBA program
through the same stratified, random process used in
the fall term. An important feature of my identification
strategy is the fact that random chance will leave some
pairs of fall-term section mates “reorganized” (that is,
in different sections for the winter term), whereas oth-
ers will be randomly assigned to the same winter sec-
tion. This temporal variation provides a solution to
the reflection problem of causal inference (Manski 1993).
While imperfect, this strategic research site compares
favorably with more natural organizational settings, in
which reorganizations occur for reasons that are decid-
edly not random—and which, therefore, are likely
endogenous to the variables of interest—because the
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exogenous, longitudinal change in opportunity struc-
ture permits the cleanest identification of the causal
effects of reorganization on informal networks that is
possible.

Sample and Data Collection
The sample studied includes the complete cohort of
276 active4 first-year MBA students (33% women; 59%
white, non-Hispanic; 65% U.S. citizens). The analy-
sis required the collection of three different data sets.
First, I collected data from the registrar about each stu-
dent’s section and study group assignment for both
fall and winter terms, along with other academic and
demographic data. Students arrived on campus in late
August for a week-long orientation program, at the end
of which first-term section and study group assign-
ments were made known. Fall-term classes began the
followingweek and continued throughmid-December.
Winter-term section and study group assignments
were revealed to students during the first week of
December, roughly 10 days prior to the end of the fall
term. After several weeks of break, during which stu-
dents were away from campus, the winter term began
in early January, with students taking all classes in their
newly reassigned section. The registrar also provided
demographic data about each student, including gen-
der, race, citizenship, and residence status (on versus
off campus).
Second, students filled out online surveys to mea-

sure their socializing networks at two points in time:
once in mid-November, roughly 2.5 months after their
arrival on campus (hereafter, “Time 1”), and again
in early February, roughly four weeks after the start
of the winter term and seven weeks after learning
their winter-term section and study group assignments
(hereafter, “Time 2”). The timing of these surveys was
intended to follow the period of social disequilib-
rium that marks the start of each term. Students were
informed about the survey in class and directed to
the study website via email; they answered a question
(adapted from Burt 1992, p. 123) that was designed
to assess their position within the evolving first-year
MBA social network. At Time 1, the network survey
question read: “Consider the people with whom you
like to spend your free time. Since you arrived at [uni-
versity name], who are the classmates you have been
with most often for informal social activities, such
as going out to lunch, dinner, drinks, films, visiting
one another’s homes, and so on?” In the Time 2 net-
work survey, the phrase “Since you arrived at [uni-
versity name] . . . ” was changed to “During the last
month (that is, since the winter break) . . . .” Because
relationships were relatively new, especially during
Time 1, I was concerned about the possibility of incom-
plete or biased recall (Brewer 2000), so the survey
employed a roster-based name generator, with names

organized into columns by section and listed alphabet-
ically within sections. Respondents indicated the pres-
ence of a tie by clicking a check-box next to the name
of each active contact. No upper bound was imposed
on the number of friends a respondent could cite, but
a minimum of one contact was required. The median
student cited 22 contacts at Time 1 and 32 contacts
at Time 2; both distributions had very long right tails
(Time 1, min� 1, max� 173, SD� 27.6; Time 2, min� 2,
max � 214, SD � 30.6). The secular increase in network
size from Time 1 to Time 2 was expected during a
periodwhen networkswere actively being formed and,
as I will demonstrate empirically, because there is a
stronger tendency (at least in the short term) to add
ties than to drop ties in response to structural change.
The response rate was 100% in both surveys; however,
because of a technical error, one student inadvertently
overwrote his response data to the Time 1 network
survey and had to be excluded. Thus, the final sam-
ple included 275 students, comprising a response rate
of 99.6%.

Finally, psychometric data were collected at three
points in time. Following the November and February
network surveys, subsequent pages collected the self-
monitoring scale and the Machiavellian personality
index, respectively. In a separate survey, administered
in late October, peer assessments of empathy were col-
lected. Across all data sources, personally identifying
information was removed, leaving the various sources
of data linked together only by anonymous identifiers.

Measures
Because my theorizing focuses on the effects of social
settings and social psychology on the decay of friend-
ship ties, the primary dependent construct is Tie Decay.
Conceptually, Tie Decay occurs when a link between
two peopleweakens and begins to disappear over time.
I operationalize Tie Decay as occurring when person i
reports having no tie to person j at Time 2, condi-
tional on being in a risk set defined by two factors.
First, i must have reported a tie to j at Time 1. And
second, because the theory centers on reorganization, i
and j must have belonged to the same first-term sec-
tion; as such, the estimates reported will capture vari-
ance driven by reorganization, the removal of the social
focus that had previously facilitated the social relation.

To establish the baseline effect of a shared social set-
ting on the network, I also calculated a variable forNew
Tie Formation. New Tie Formation occurs when a tie is
formed from the risk set of previously disconnected
dyads. Operationally, new tie formation can be mea-
sured at both Time 1 and Time 2 in this data. At Time 1,
we assume that no students knew one another prior to
their arrival on campus, and therefore that all dyads
were at risk of forming a new tie. Thus, at Time 1, New
Tie Formation is simply a binary indicator that person i
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reported having a friendship tie to person j. At Time 2,
dyads who reported a tie at Time 1 were not at risk of
forming a new tie, so were excluded from the risk set;
New Tie Formation at Time 2 is thus a binary indicator
that person i reported socializing with person j, con-
ditional on the dyad being in the risk set for new tie
formation.

Social Setting Variables. The key social setting covari-
ates are binary indicators that two people were ran-
domly assigned to the Same Section or Same Study
Group, either in the fall or the winter term. Reorganiza-
tion is a binary variable defined only for those dyads
who were in the same section during the fall term and
were therefore at risk of being separated; it takes a
value of zero in dyads that were randomly reassigned
to the same section during the winter term and a value
of one in dyads that were randomized into different
winter sections. In various analyses, these variables are
used as covariates or to condition the sample of obser-
vations in a regression model.

Social Similarity Variables. I examined three demo-
graphic categories to assess social similarity. Same Gen-
der is a binary indicator set to one for male–male and
female–female dyads and to zero for mixed-gender
dyads. Same Nationality is a binary indicator of whether
or not the two members of the dyad share citizen-
ship in the same nation, even if one or both dyad
members has more than one citizenship. Both gen-
der and citizenship are reported to the registrar at the
time of enrollment. Same Ethnicity is a binary indi-
cator of whether dyad members belong to the same
racial/ethnic group. Students were asked to indicate
their race/ethnicity in their enrollment materials to the
registrar, so most race/ethnicity data is self-reported.
But unlike citizenship or gender, ethnicity was not
reported by a small number of students; for these stu-
dents, the missing data were filled in based on the
assessment of two independent coders.5 The coders
based their assessments on three documents: the stu-
dent’s resume, which included his or her name and,
occasionally, revealed extracurricular activities, such as
participation in ethnic affiliation groups; a photo; and
an introductory video in which the student disclosed
her preferred nickname and the correct pronunciation
of her name. In such cases, the coders were able to
identify the race or ethnicity of non-self-identifying
students with 100% interrater reliability.
To examine whether the social similarity effect varies

by majority/minority group status, each of these three
variables was also split into two separate, mutually
exclusive covariates. To examine gender, I created
binary indicators of Both Men and Both Women, com-
pared to a baseline category comprised of mixed-
gender dyads. To examine ethnicity, I created the
binary indicators Both Caucasian andMinority Coethnic,

compared to a baseline category comprised of dyads
in which the two members belong to different ethnic
groups. To examine nationality, I created the binary
indicators Both U.S. Citizens and Foreign Conationals,
compared to a baseline category comprised of dyads
with different citizenships.

Additionally, living on campus was expected to sig-
nificantly shape social interactions, so a control vari-
able for Both Campus Residents was calculated as a
binary indicator that both dyad members live in cam-
pus housing, according to the registrar’s records.
Social Structural Variables. Three social structural
covariates were measured. The first is a dyad-level
measure of the number of Mutual Friends shared by
the two members of the dyad at Time 1. There are
two required conditions for a person q to be counted
as a mutual friend of i and j: first, either i cites q as
a friend or q cites i as a friend; and second, either j
cites q as a friend or q cites j as a friend.6 To account
for the likelihood that the marginal impact of each
additional mutual friend is diminishing, the count of
mutual friends was monotonically transformed into
log(1+Mutual Friends). The second is a dyad-levelmea-
sure of tie reciprocity. A tie between individuals i and
j is defined as Reciprocated if both i reports a tie to j and
j reports a tie to i.
At the individual level, I argue that people are less

likely to allow their ties to valuable contacts to decay.
In an organizational setting, one could measure the
value of a contact based on formal status, such as hier-
archical level or decision-making authority, or on infor-
mal status, based on the structure of their networks. In
the present empirical setting, where there is no formal
hierarchy, my proxy for the value of a contact is Alter’s
Brokerage in the Time 1 network.7 Brokerage was mea-
sured as the inverse of the square root of Burt’s (1992)
structural constraint measure:

Brokerage j �

( n∑
k�1

(
P jk +

n∑
q�1

P jqPqk

)2)−1/2

,

where P jk represents the proportion of person j’s ties
that comprise person k; the inner summation incorpo-
rates the indirect constraint imposed on each actor j by
actor k through connections among actors q who inter-
act with both j and k. I used the igraph package (Csardi
and Nepusz 2006) in the R statistical computing envi-
ronment (R Development Core Team 2013) to calculate
constraint. Monotonically transforming the constraint
measure by raising it to an exponent of−1/2 introduces
no bias to estimation and eliminates skewness (p >
0.47, indicating no significant deviation from normal
in the transformed variable; D’Agostino et al. 1990),
thereby improving model fit. Additionally, the nega-
tive sign in the exponent results in a direct measure,
rather than an inverse measure, of brokerage, which
facilitates an intuitive interpretation of results.
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Psychometric Variables. The social structural vari-
ables described above are argued to be moderated by
ego’s personality. Psychometric data come from previ-
ously validated and published self-report scales mea-
suring the personality constructs of Machiavellianism
and Self-Monitoring and a peer-report measure of Per-
ceived Empathy. I assessed Machiavellianism using the
MACH-IV instrument (Christie and Geis 1970), a 20-
item self-report scale that requires that participants
read a series of statements and indicate their agree-
ment with each on a six-point scale ranging from
“strongly disagree” to “strongly agree.” Sample items
include the following: “Never tell anyone the real rea-
son you did something unless it is useful to do so,” “It
is wise to flatter important people,” and “Honesty is
the best policy in all cases” (reverse scored). The relia-
bility of the Machiavellian scale was good in this sam-
ple (Cronbach’s α � 0.74). To facilitate interpretation
without introducing any bias, each individual’s Machi-
avellianism score was standardized by subtracting the
global mean and dividing by the standard deviation.
The resulting standardized variable had a mean of 0
and a standard deviation of 1 by construction (min �

−2.84; max� 3.32).8
Self-Monitoringwas measured using the 18-item self-

report Self-Monitoring Scale (Snyder and Gangestad
1986), in which participants read a series of statements
about themselves and labeled each as either true or
false. Psychometric analysis (Lennox and Wolfe 1984)
has shown this revised scale to be superior to the orig-
inal 25-item Self-Monitoring Scale (Snyder 1974). Sam-
ple items include the following: “In different situations
and with different people, I often act like very different
persons,” “I would not changemy opinions (or the way
I do things) in order to please someone or win their
favor” (reverse scored), and “I would probably make a
good actor.” The present sample showed good reliabil-
ity for the self-monitoring scale (Cronbach’s α � 0.71).
Each individual’s self-monitoring score was standard-
ized by subtracting the global mean self-monitoring
score from each observed score and then dividing
by the standard deviation. The resulting standardized
variable had a mean of 0 and a standard deviation of 1
by construction (min�−2.37; max� 2.20).

Perceived Empathy was measured using peer ratings
of participants’ behavior, as assessed in the Emotional
and Social Competencies Inventory, University Edi-
tion (Wolff 2005), a multirater, 360◦ instrument (see
also Kleinbaum et al. 2015). The items comprising
the empathy scale asked well-informed peers (here,
all members of one’s fall-term study group) to assess
the focal actor on five different dimensions of empa-
thy, on a scale from 1 (never) to 5 (consistently):
“Understands others by putting self into others’ shoes,”
“Understands reasons for others’ actions,” “Under-
stands others by listening attentively,” “Understands

others fromdifferent backgrounds,” and “Understands
others’ perspectives when they are different from own
perspective.” Averaging across peer ratings for each
item for each participant, internal consistency for the
perceived empathy scale was excellent in our sam-
ple (Cronbach’s α � 0.88). Interrater reliability when
averaging across items (average intraclass correlation
coefficient � 0.52) compared favorably to other studies
of observer ratings of personality (e.g., John andRobins
1993, Funder et al. 1995). As with the Machiavellian-
ism and self-monitoring variables, I normalized each
individual’s perceived empathy score by subtracting
the global mean perceived empathy score from each
observed score and then dividing by the standard devi-
ation. The resulting standardized variable had a mean
of 0 and a standard deviation of 1 by construction
(min�−3.30; max� 2.03).

Models
All models were estimated on dyad-level data with
binary dependent variables using logistic regression.9
Because my theoretical interest is in examining hetero-
geneity in the effect of reorganization on tie decay, pri-
mary estimates do not employ difference-in-differences
models; rather, in most models, I condition on the prior
existence of a tie and on exogenous reorganization, and
then estimate the effect of various mitigating factors on
tie decay.

There are two well-known issues in the estima-
tion of dyad-level regression models that must be
addressed for estimates to be consistent: common per-
son effects and reciprocal autocorrelation (Kenny et al.
2006). Common person effects may occur if Yi j is
correlated with Yiq (or, conversely, Yji is correlated
with Yqi) because of unobservable attributes of per-
son i, who participates in both ties. Reciprocal autocor-
relation may occur if Yi j is correlated with Yji because
of unobservable attributes of the dyad. Both of these
problems render observations (and, therefore, their
error terms) nonindependent, violating a key assump-
tion of regression; as a result, conventional estimation
approaches would underestimate standard errors and
could mistakenly report estimates as statistically sig-
nificant when, in fact, they are not (Kenny et al. 2006).

I address this problem using multiway cluster-
ing, developed theoretically by Cameron et al. (2011),
independently validated (Lindgren 2010), and imple-
mented for Stata in clus_nway.ado (Kleinbaum et al.
2013). The regression models presented are estimated
with three-way clustering of observations around both
ego and alter to correct for common person effects,
and around the undirected ego–alter dyad, to cor-
rect for reciprocal autocorrelation. Cameron et al.
(2011) describe this approach as functionally similar
to other methods of accounting for dyadic depen-
dence in network models, such as logistic regression
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Table 1. Descriptive Statistics, Including Means, Standard Deviations, and a Correlation Matrix for Individual-Level and
Dyad-Level Variables

Panel A: Individual-level variables

Mean SD (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

(1) Campus Resident 0.52 0.50 1
(2) Female 0.33 0.47 0.06 1
(3) White, Non-Hispanic 0.59 0.49 −0.11 0.07 1
(4) U.S. Citizen 0.65 0.48 −0.01 0.17∗ 0.59∗ 1
(5) Machiavellianism 0 1 0.00 −0.04 −0.02 0.02 1
(6) Perceived Empathy 0 1 −0.08 0.05 0.08 0.04 −0.16∗ 1
(7) Self-Monitoring 0 1 −0.03 −0.04 0.15∗ 0.10 0.19∗ 0.09 1
(8) In-Degree (Time 1) 30.1 13.9 0.30∗ 0.10 0.20∗ 0.28∗ −0.03 0.21∗ 0.18∗ 1
(9) In-Degree (Time 2) 38.4 15.8 0.26∗ 0.13∗ 0.23∗ 0.31∗ 0.03 0.22∗ 0.23∗ 0.87∗ 1

(10) Brokerage (Time 1) 4.59 0.83 0.30∗ 0.03 0.05 0.19∗ −0.05 0.16∗ 0.16∗ 0.67∗ 0.66∗ 1
(11) Brokerage (Time 2) 5.06 0.83 0.14∗ 0.02 0.11 0.19∗ 0.05 0.21∗ 0.26∗ 0.55∗ 0.63∗ 0.68∗

Panel B: Dyad-level variables

Mean SD (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

(1) Tie (Time 1) 0.110 0.313 1
(2) Tie (Time 2) 0.140 0.347 0.475∗ 1
(3) Friends in Common (Time 1) 9.75 9.65 0.459∗ 0.385∗ 1
(4) Ego’s Brokerage (Time 1) 4.59 0.83 0.109∗ 0.109∗ 0.501∗ 1
(5) Ego’s In-Degree (Time 1) 30.1 13.9 0.163∗ 0.144∗ 0.448∗ 0.673∗ 1
(6) Same Fall Section 0.247 0.431 0.122∗ 0.104∗ 0.068∗ 0.000 0.000 1
(7) Same Fall Study Group 0.017 0.131 0.195∗ 0.130∗ 0.027∗ −0.001 −0.001 0.232∗ 1
(8) Same Winter Section 0.247 0.431 −0.001 0.049∗ 0.000 0.000 0.001 −0.010∗ −0.008∗ 1
(9) Same Winter Study Group 0.017 0.131 −0.015∗ 0.106∗ −0.012∗ −0.001 −0.001 −0.022∗ −0.018∗ 0.232∗ 1

(10) Same Gender 0.556 0.497 0.056∗ 0.064∗ 0.007 −0.009∗ −0.034∗ −0.006 −0.024∗ −0.006 −0.023∗ 1
(11) Same Nationality 0.432 0.495 0.136∗ 0.144∗ 0.290∗ 0.116∗ 0.168∗ −0.005 −0.014∗ −0.005 −0.014∗ −0.054∗ 1
(12) Same Ethnicity 0.424 0.494 0.146∗ 0.162∗ 0.242∗ 0.026∗ 0.071∗ −0.004 −0.012∗ −0.004 −0.016∗ −0.027∗ 0.415∗ 1
(13) Both Campus Residents 0.499 0.500 0.053∗ 0.053∗ 0.059∗ 0.010∗ 0.010∗ −0.002 −0.018∗ 0.002 −0.016∗ −0.001 0.001 0.008∗

∗p < 0.05.

with the quadratic assignment procedure (LR-QAP)
or exponential random graph models (ERGMs). Prior
research (e.g., Dahlander and McFarland 2013, Feiler
and Kleinbaum 2015) has shown that the adjustments
to standard errors provided with multiway clustering
are similar to those in QAP, ERGMs, or even simula-
tions based on a randomization test (Kennedy 1995).
Because three-way clustering provides an adequate
solution based on a well-understood extension of sim-
ple logistic regression procedures, I report estimates
of these more readily comprehensible clustered logit
models.

Results
Descriptive statistics and correlation matrices for both
individual-level and dyad-level data appear in Table 1.
Although all analyses are conducted at the dyad
level, individual-level descriptive statistics are never-
theless reported to convey a clearer picture of the data.
Notably, Table 1 indicates a secular trend toward larger,
more brokerage-rich networks over time. The average
net increase in in-degree10 of 8.3 contacts (from 30.1
at Time 1 to 38.4 at Time 2) masks significantly more
churn: unreported analysis indicates that for the aver-
age person, 20.1 new contacts were added from Time 1

to Time 2, while 11.7 ties decayed. But consistent with
prior evidence of network churn (Sasovova et al. 2010),
I find that even as reorganization induces a secular
increase in both network size and brokerage across the
board, relative brokerage positions remain relatively
stable: brokerage scores at Time 1 and Time 2 are highly
correlated (r � 0.68).

Table 2 presents the results of a manipulation check
to confirm that, at the dyad level, assignment to
second-term sections was independent of (any corre-
lates of) the actors’ Time 1 networks. The dependent
variable in these dyad-level models is comembership
in a second-term section, as a function of Time 1 net-
work measures and demographic variables. Model (1)
includes covariates related to Time 1 networks, all of
which were statistically insignificant. Furthermore, the
model had essentially no predictive power: it failed the
Wald chi-square test of model fit and has a pseudo-R2

of zero, down to four decimal places. Model (2) exam-
ines demographic variables in isolation. Model (3)
combines network measures with demographic vari-
ables. Because random section assignments are strat-
ified on the basis of demographic variables, it is not
surprising that some of these come up as statisti-
cally significant, but small in magnitude. However,
the pseudo-R2 values of 0.03% indicate virtually no
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Table 2. Regression Models of Whether Two People Are
Assigned to the Same Second-Term Section, as a Function of
Their Time 1 Networks and Demographic Variables

(1) (2) (3)

Ego’s In-Degree (Time 1) 0.000379 0.000129
(0.001) (0.001)

Ego’s Brokerage (Time 1) 0.00873 −0.00315
(0.011) (0.013)

Alter’s In-Degree (Time 1) 0.000379 0.000129
(0.001) (0.001)

Alter’s Brokerage (Time 1) 0.00873 −0.00315
(0.011) (0.013)

log(1+Friends in Common, −0.0233 0.00390
Time 1) (0.017) (0.022)

Same Ethnicity −0.00957 −0.0108
(0.015) (0.018)

Minority Coethnic 0.00122 0.00150
(0.023) (0.028)

Same Nationality −0.0146 −0.0158
(0.008)+ (0.012)

Foreign conational −0.320 −0.321
(0.066)∗∗∗ (0.070)∗∗∗

Same Gender −0.0222 −0.0221
(0.004)∗∗∗ (0.004)∗∗∗

Both Women −0.0187 −0.0196
(0.009)∗ (0.008)∗

Both Campus Residents 0.00749 0.00726
(0.027) (0.027)

Same Fall Section −0.0490 −0.0497
(0.010)∗∗∗ (0.010)∗∗∗

Same Fall Study Group −0.111 −0.111
(0.087) (0.087)

Constant −1.168 −1.076 −1.061
(0.087)∗∗∗ (0.015)∗∗∗ (0.100)∗∗∗

Observations 75,350 75,350 75,350
Wald χ2 1.96 26.61∗∗∗ 26.74∗
Pseudo-R2 (%) 0.00 0.03 0.03

Notes. The dependent variable is Same Winter Section. The insignif-
icant effects of network structure suggest that our natural experi-
ment is plausibly exogenous. Cluster-robust standard errors are in
parentheses.

+p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

variance explained. Reassuringly, these results confirm
that second-term section assignments were indepen-
dent of any correlates of first-term networks and that
demographics play only a small role. It thus seems rea-
sonable to consider the reorganization of sections to
be an exogenous structural shock to the network and a
compelling natural experiment.

Baseline Results
Although the theoretical focus of this paper is on tie
decay choices upon reorganization, I begin by briefly
establishing the credibility of the data by showing evi-
dence that social foci induce the formation of network
ties and that the reorganization of social foci induces
tie decay. In Table 3, I model the formation of new
friendship ties as a result of being randomly assigned

to the same section and study group. Models (4) and
(5) estimate the effect during the first term, using all the
data. Models (6) and (7) estimate the comparable effect
in Time 2, based only on variance provided by dyads
at risk of forming a new tie at Time 2; that is, those
who were not in the same section and did not report
a network tie during Time 1. Examining first the con-
trol variables in model (5), we found strong evidence
of homophily and propinquity effects on tie forma-
tion, consistent with voluminous prior research. The
strongest effects occurred in foreign conational dyads,
whose odds of tie formation were 5.6 times the rate of
otherwise similarly typical mixed-nationality dyads.11
The conational effect was significantly weaker, but
still quite large, between U.S. citizens: ceteris paribus,
the odds that two typical U.S. citizens would become
friends in Time 1 were 2.1 times higher than in mixed-
nationality dyads. The coethnic effect was also quite
strong, with those sharing a minority race/ethnicity
over three times as likely to become friends and
majority coethnic dyads 58% more likely to become
friends as dyads with unmatched ethnicities. Gender
homophily effects are also in evidence, with typical
male–male dyads and female–female dyads 47% and
85% more likely to become friends, respectively, com-
pared with male–female dyads. Propinquity effects are
apparent as well: two otherwise typical campus res-
idents were 42% more likely to become friends than
dyads in which one or both members lived off cam-
pus. All of these effects are statistically significant, with
p < 0.01, and all are substantively similar at Time 2
compared with Time 1.

Across both time periods, we find strong causal
effects of a shared social focus on tie formation. Over
and above the control variables, randomly assigned
social foci (sections and study groups) play a signifi-
cant role in creating opportunities for informal tie for-
mation. Ceteris paribus, the odds of a typical dyad
assigned to the same fall section becoming friendswere
2.17 times higher than those of a similarly typical dyad
assigned to different sections. When we layer on ran-
dom assignment to the same study group, the magni-
tude of the effect is enormous, if not surprising: two
people who were randomly assigned to the same sec-
tion and study group12 are 12.7 times more likely to be
friends than an otherwise typical dyad who happened
to end up in different sections. Whenwe examinemod-
els (6) and (7), the results are muted slightly in magni-
tude because of the preexisting fall term network, but
are directionally the same. In all, building upon earlier
research (e.g., Festinger et al. 1950, Marmaros and Sac-
erdote 2006, Kossinets and Watts 2009), there is strong
and compelling evidence that shared social foci induce
the formation of network ties

To move beyond these intuitive and oft-reported
findings, I now turn to the antecedents of tie decay.
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Table 3. Baseline Models of Dyadic Tie Formation and Decay as a Function of Shared
Social Foci, Reorganization, and Demographic Controls

Tie decay
Time 1 tie formation Time 2 tie formation (T1 to T2)

(4) (5) (6) (7) (8)

Same Fall Section 0.872 0.629
(0.050)∗∗∗ (0.052)∗∗∗

Same Fall Study Group 2.404
(0.119)∗∗∗

Same Winter Section 0.591 0.275
(0.045)∗∗∗ (0.047)∗∗∗

Same Winter Study Group 2.274
(0.124)∗∗∗

Reorganization 0.218
(0.081)∗∗

Both Caucasian 0.482 0.503 0.486 0.520 −0.340
(0.138)∗∗∗ (0.145)∗∗∗ (0.127)∗∗∗ (0.132)∗∗∗ (0.156)∗

Minority Coethnic 1.212 1.289 1.083 1.147 −0.250
(0.120)∗∗∗ (0.124)∗∗∗ (0.119)∗∗∗ (0.123)∗∗∗ (0.149)+

Both U.S. Citizens 0.767 0.820 0.535 0.568 −0.313
(0.127)∗∗∗ (0.133)∗∗∗ (0.124)∗∗∗ (0.129)∗∗∗ (0.150)∗

Foreign conational 2.062 2.084 1.658 1.697 −0.856
(0.234)∗∗∗ (0.234)∗∗∗ (0.277)∗∗∗ (0.279)∗∗∗ (0.328)∗∗

Both Men 0.379 0.422 0.391 0.437 −0.108
(0.078)∗∗∗ (0.081)∗∗∗ (0.074)∗∗∗ (0.076)∗∗∗ (0.111)

Both Women 0.614 0.679 0.534 0.608 −0.254
(0.095)∗∗∗ (0.098)∗∗∗ (0.109)∗∗∗ (0.113)∗∗∗ (0.144)+

Both Campus Residents 0.350 0.387 0.227 0.264 −0.198
(0.059)∗∗∗ (0.061)∗∗∗ (0.057)∗∗∗ (0.058)∗∗∗ (0.076)∗∗

Constant −3.552 −3.658 −3.657 −3.753 −0.0543
(0.119)∗∗∗ (0.128)∗∗∗ (0.131)∗∗∗ (0.139)∗∗∗ (0.155)

Observations 75,350 75,350 51,720 51,720 3,285

Note. Cluster-robust standard errors are in parentheses.
+p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

In model (8), I estimate the effect of Reorganization on
Tie Decay over the set of dyads who were assigned
to the same fall-term section and who reported being
friends at Time 1. The main effect of Reorganization is
positive and significant, both statistically and practi-
cally: all else being equal, random assignment to dif-
ferent sections for the winter term raises the odds of
tie decay by 15% (p < 0.01) compared to dyads who
happened to be reassigned to the same section. Over-
all, there is strong evidence that sharing a social focus
induces tie formation and that reorganizing social foci
induces tie decay.
To examine heterogeneity in the tendency for struc-

tural separation to cause higher rates of tie decay,
Table 4 estimates the effects of social structural and
personality covariates on tie decay, conditional on reor-
ganization. Model (1) includes only control variables
and indicates that both Same Ethnicity and Same Nation-
ality exhibit strong, independent negative effects on
Tie Decay in the face of reorganization. An other-
wise typical coethnic dyads who were separated by

reorganization was 20% less likely than a dyad of
dissimilar race/ethnicity to experience tie decay; sim-
ilarly, tie decay was 19.5% less likely in conational
dyads than in dyads of dissimilar citizenship. Unre-
ported analyses show that these effects are similar in
magnitude across racial/ethnic groups, but are not
distributed evenly with respect to nationality. The
conational effect in reducing tie decay in the face of
reorganization is nearly twice as strong among non-
U.S. conationals (34% reduction in tie decay) than it
is between U.S. citizens (19% reduction in tie decay).
Surprisingly, however, there is no significant mitigat-
ing effect of Same Gender on dyadic tie decay, either in
the pooled analysis of model (9) (p > 0.5) or in an unre-
ported, gender-disaggregated analysis (p > 0.7 for Both
Men; p > 0.39 for Both Women).13

Hypothesis Tests
Hypothesis 1 argued that the effect of reorganiza-
tion on tie decay will be reduced when alter has
an advantageous network structure due to strategic

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

12
9.

17
0.

19
4.

15
3]

 o
n 

08
 M

ay
 2

01
8,

 a
t 0

5:
03

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



Kleinbaum: Reorganization and Tie Decay Choices
2230 Management Science, 2018, vol. 64, no. 5, pp. 2219–2237, ©2017 INFORMS

Ta
bl
e
4.

M
od

el
so

fD
ya

di
c
Ti
e
D
ec
ay

as
a
Fu

nc
tio

n
of

So
ci
al

St
ru

ct
ur
al

an
d
Pe

rs
on

al
ity

Va
ria

bl
es
,C

on
di
tio

na
lo

n
Re

or
ga

ni
za

tio
n

(9
)

(1
0)

(1
1)

(1
2)

(1
3)

(1
4)

(1
5)

(1
6)

(1
7)

(1
8)

(1
9)

(2
0)

A
lte
r’s

Br
ok
er
ag
e

−0
.1

37
∗

−0
.1

52
∗∗

0.
29

8∗
∗∗

0.
30

2∗
∗

(0
.0

54
)

(0
.0

55
)

(0
.0

89
)

(0
.0

92
)

Eg
o’s

M
ac
hi
av
ell
ia
ni
sm

−0
.0

38
0.

50
5+

0.
68

7∗
(0
.0

91
)

(0
.2

75
)

(0
.2

87
)

A
lte
r’s

Br
ok
er
ag
e×

−0
.1

13
∗

−0
.1

55
∗∗

Eg
o’s

M
ac
hi
av
ell
ia
ni
sm

(0
.0

56
)

(0
.0

59
)

Ti
eR

ec
ip
ro
cit

y
−0
.8

87
∗∗
∗

−0
.8

67
∗∗
∗

−0
.8

73
∗∗
∗

−0
.8

20
∗∗
∗

(0
.1

06
)

(0
.1

05
)

(0
.1

15
)

(0
.1

12
)

A
lte
r’s

Pe
rc
eiv

ed
Em

pa
th
y

−0
.0

84
−0
.0

12
0.

00
4

(0
.0

51
)

(0
.0

59
)

(0
.0

60
)

Ti
eR

ec
ip
ro
cit

y×
−0
.1

60
∗

−0
.1

72
∗

A
lte
r’s

Pe
rc
eiv

ed
Em

pa
th
y

(0
.0

80
)

(0
.0

81
)

lo
g(

1+
M
ut
ua

lF
rie

nd
s)

−0
.5

30
∗∗
∗

−0
.5

80
∗∗
∗

−0
.6

25
∗∗
∗

−0
.6

96
∗∗
∗

(0
.1

17
)

(0
.1

11
)

(0
.1

63
)

(0
.1

63
)

Eg
o’s

Se
lf-
M
on

ito
rin

g
−0
.0

40
−0
.9

56
∗∗
∗

−0
.8

80
∗∗

(0
.0

84
)

(0
.2

85
)

(0
.2

93
)

lo
g(

1+
M
ut
ua

lF
rie

nd
s)
×

0.
35

5∗
∗∗

0.
33

1∗
∗

Eg
o’s

Se
lf-
M
on

ito
rin

g
(0
.1

05
)

(0
.1

08
)

Bo
th

M
en

−0
.0

26
−0
.0

35
−0
.0

25
−0
.0

37
−0
.0

38
−0
.0

31
−0
.0

50
−0
.0

71
−0
.0

25
−0
.0

68
−0
.0

71
−0
.0

82
(0
.1

12
)

(0
.1

13
)

(0
.1

12
)

(0
.1

13
)

(0
.1

15
)

(0
.1

12
)

(0
.1

15
)

(0
.1

16
)

(0
.1

12
)

(0
.1

14
)

(0
.1

17
)

(0
.1

16
)

Bo
th

W
om

en
−0
.1

42
−0
.1

54
−0
.1

44
−0
.1

62
−0
.0

36
−0
.1

37
−0
.0

31
−0
.1

35
−0
.1

44
−0
.1

13
−0
.0

03
0.

00
5

(0
.1

54
)

(0
.1

54
)

(0
.1

53
)

(0
.1

54
)

(0
.1

56
)

(0
.1

54
)

(0
.1

57
)

(0
.1

54
)

(0
.1

54
)

(0
.1

53
)

(0
.1

56
)

(0
.1

56
)

Fo
re
ig
n
Co

na
tio

na
l

−0
.7

27
∗

−0
.7

44
∗

−0
.7

29
∗

−0
.7

27
∗

−0
.4

35
−0
.7

26
∗

−0
.4

34
−0
.6

51
∗

−0
.7

33
∗

−0
.6

23
∗

−0
.3

20
−0
.2

64
(0
.3

39
)

(0
.3

33
)

(0
.3

40
)

(0
.3

41
)

(0
.3

14
)

(0
.3

41
)

(0
.3

19
)

(0
.3

25
)

(0
.3

43
)

(0
.3

16
)

(0
.3

18
)

(0
.3

28
)

Bo
th

U
.S
.C

iti
ze
ns

−0
.3

01
+

−0
.2

70
+

−0
.3

02
+

−0
.2

74
+

−0
.2

68
+

−0
.3

07
+

−0
.2

82
+

−0
.1

32
−0
.3

02
+

−0
.0

99
−0
.1

37
−0
.1

25
(0
.1

57
)

(0
.1

59
)

(0
.1

58
)

(0
.1

60
)

(0
.1

57
)

(0
.1

57
)

(0
.1

57
)

(0
.1

74
)

(0
.1

59
)

(0
.1

70
)

(0
.1

75
)

(0
.1

73
)

Bo
th

Ca
uc
as
ia
n

−0
.4

02
∗

−0
.4

01
∗

−0
.4

04
∗

−0
.4

04
∗

−0
.3

23
+

−0
.3

93
∗

−0
.3

16
+

−0
.2

70
−0
.3

98
∗

−0
.2

72
−0
.1

72
−0
.1

68
(0
.1

63
)

(0
.1

62
)

(0
.1

64
)

(0
.1

64
)

(0
.1

66
)

(0
.1

63
)

(0
.1

66
)

(0
.1

74
)

(0
.1

64
)

(0
.1

70
)

(0
.1

85
)

(0
.1

85
)

M
in
or
ity

Co
et
hn

ic
−0
.2

77
+

−0
.2

82
+

−0
.2

77
+

−0
.2

87
+

−0
.2

53
−0
.2

88
+

−0
.2

65
+

−0
.1

56
−0
.2

83
+

−0
.1

38
−0
.1

02
−0
.0

93
(0
.1

63
)

(0
.1

62
)

(0
.1

63
)

(0
.1

62
)

(0
.1

60
)

(0
.1

62
)

(0
.1

60
)

(0
.1

60
)

(0
.1

63
)

(0
.1

57
)

(0
.1

59
)

(0
.1

57
)

Bo
th

Ca
m
pu

sR
es
id
en
ts

−0
.1

63
+

−0
.1

62
+

−0
.1

61
+

−0
.1

58
+

−0
.1

47
+

−0
.1

62
+

−0
.1

47
+

−0
.1

26
−0
.1

63
+

−0
.1

25
−0
.1

07
−0
.1

00
(0
.0

85
)

(0
.0

85
)

(0
.0

85
)

(0
.0

84
)

(0
.0

82
)

(0
.0

85
)

(0
.0

83
)

(0
.0

88
)

(0
.0

85
)

(0
.0

89
)

(0
.0

87
)

(0
.0

88
)

C
on

st
an

t
0.

11
2

0.
75

7∗
∗

0.
10

8
0.

83
0∗
∗

0.
46

1∗
∗

0.
12

4
0.

47
4∗
∗

1.
45

7∗
∗∗

0.
11

5
1.

52
7∗
∗∗

0.
64

2∗
0.

74
5∗

(0
.1

52
)

(0
.2

89
)

(0
.1

52
)

(0
.2

96
)

(0
.1

71
)

(0
.1

51
)

(0
.1

71
)

(0
.3

00
)

(0
.1

52
)

(0
.2

97
)

(0
.3

09
)

(0
.3

36
)

O
bs
er
va

tio
ns

2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9
2,
48

9

N
ot
e.

C
lu
st
er
-r
ob

us
ts
ta
nd

ar
d
er
ro
rs

ar
e
in

pa
re
nt
he

se
s.

+
p
<

0.
10
;∗

p
<

0.
05
;∗
∗ p
<

0.
01
;∗
∗∗

p
<

0.
00

1.

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

12
9.

17
0.

19
4.

15
3]

 o
n 

08
 M

ay
 2

01
8,

 a
t 0

5:
03

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



Kleinbaum: Reorganization and Tie Decay Choices
Management Science, 2018, vol. 64, no. 5, pp. 2219–2237, ©2017 INFORMS 2231

agency, especially when ego has a highly Machi-
avellian personality. Consistent with this hypothesis,
model (10) shows that, ceteris paribus, ties to those
high in brokerage are less likely to decay and that
the effect size is moderate: compared to a tie with
an average broker, a tie with a contact whose broker-
age score is one standard deviation above the sample
mean is 7% less likely to decay. Models (11) and (12)
test Hypothesis 1A by examining how the effect varies
as a function of Ego’s Machiavellianism and, thereby,
whether individual strategic behavior is the mecha-
nism for Hypothesis 1. In model (11), I find no main
effect of Ego’s Machiavellianism on the baseline rate tie
decay. For brevity, a model that includes both Alter’s
Brokerage and Ego’s Machiavellianism was not reported,
but results directly parallel their independent effects in
models (10) and (11). Finally, model (12) includes their
interaction and shows that, other things being equal,
ties to brokers are significantly less likely to decay (p <
0.01) and that this effect is especially pronouncedwhen
the sender of the tie is highly Machiavellian (p < 0.05).

Because interaction effects in nonlinear models have
been argued to be difficult to interpret (Allison 1999,
Ai and Norton 2003; but see also Greene 2010), these
results are depicted graphically in Figure 1, panel A,
which plots the ceteris paribus probability of Tie Decay
as a function ofAlter’s Brokerage separately for medium,
high, and low Machiavellians (defined by Mach scores
at the sample mean or one standard deviation above or
below it, respectively). As the graph depicts, the mag-
nitude of the effect is near zero (i.e., the curve is nearly
flat) when Ego’s Machiavellianism is one standard devi-
ation below the sample mean, but is increasingly neg-
ative and significant, both statistically and practically,
as Ego’s Machiavellianism rises. In all, these results are
consistent with Hypotheses 1 and 1A, that individual
strategic behavior serves to reduce the decay of social
ties in the face of reorganization, especially for highly
Machiavellian people.
The rest of Table 4 shows the evidence for Hypothe-

ses 2 and 3, which argued that the effect of Reorganiza-
tion on Tie Decay will be reduced by tie reciprocity and
by social embeddedness, with moderation by empa-
thy and self-monitoring personality, respectively. Mod-
els (13) and (16) show very strong negative effects of
tie reciprocity and social embeddedness, respectively,
on tie decay. On average, a tie that was reciprocated at
Time 1 is 41% less likely to decay as a result of reor-
ganization than an unreciprocated tie. Similarly, dyads
sharing mutual friends are significantly less likely to
allow their social tie to dissolve when they are struc-
turally separated. As an indication of the magnitude of
the effect, when ego shares two friends in commonwith
a given alter, the odds of tie decay decrease by 8%, com-
pared to having just one friend in common.14 A second
mutual friend further reduces the odds of tie decay

Figure 1. (Color online) Graphical Depiction of (A) the
Effect of Alter’s Brokerage on Tie Decay, (B) the Effect of Tie
Reciprocity on Tie Decay, and (C) the Effect ofMutual Friends
on Tie Decay
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by 6%. The average dyad shares nearly 10 friends in
common, the cumulative effect of which is to reduce
the likelihood of tie decay by 32%, relative to an other-
wise similar dyad that shares just one common friend.
Interestingly, the main effect of Same Nationality is
reduced by half and rendered statistically insignificant
when Mutual Friends is entered into model (16), sug-
gesting that clustering may be the driving mechanism
of the conational effect.

Models (14) and (15) consider moderation of
the Reciprocity effect by Alter’s Perceived Empathy. In
model (14), I find a negative and marginally significant
main effect ofAlter’s Perceived Empathy on Tie Decay. An
unreportedmodel enters bothTie Reciprocity andAlter’s
Perceived Empathy, and the results echo their indepen-
dent effects in models (13) and (14). Model (15) shows
evidence of a negative and statistically significant inter-
action: the negative effect of Tie Reciprocity on Tie Decay
is larger when alter is perceived as highly empathic
than when alter is seen as lacking in empathy. The
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Figure 1. (Continued)
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Notes. Panel A shows a graphical depiction of the effect of Alter’s
Brokerage on Tie Decay, plotted separately for people with low,
medium, and high levels of Machiavellianism, based on estimates
from model (12) in Table 4. Machiavellianism is held constant at its
mean (red solid line with 95% confidence interval (CI) in green), two
standard deviations above the mean (green dashed line with 95% CI
in pink), and two standard deviations below the mean (orange dot-
ted line with 95% CI in blue), respectively. All other covariates are
held constant at their mean values. Panel B shows a graphical depic-
tion of the effect of Tie Reciprocity on Tie Decay, plotted separately
for people with low, medium, and high levels of Perceived Empathy,
based on estimates from model (15) in Table 4. Perceived Empathy is
held constant at its mean (red solid line with 95% CI in green), two
standard deviations above the mean (green dashed line with 95% CI
in pink), and two standard deviations below the mean (orange dot-
ted line with 95% CI in blue), respectively. All other covariates are
held constant at their mean values. Panel C shows a graphical depic-
tion of the effect ofMutual Friends on Tie Decay, plotted separately for
people with low, medium, and high levels of Self-Monitoring, based
on estimates frommodel (18) in Table 4. The x axis is converted from
a log scale to a linear scale to facilitate interpretation. Self-Monitoring
is held constant at its mean (red solid line with 95% CI in green), one
standard deviation above the mean (green dashed line with 95% CI
in pink), and one standard deviation below the mean (orange dotted
line with 95% CI in blue), respectively. All other covariates are held
constant at their mean values.

results of model (15) are shown graphically in Figure 1,
panel B. The figure highlights the very strong effect of
tie reciprocity and emphasizes that perceived empathy
exerts a significant effect on the decay of reciprocated
ties, but not on the decay of unreciprocated ties. In all,
this analysis provides strong support for Hypotheses 2
and 2A.
Models (17) and (18) test Hypothesis 3A, that social

awareness is the mechanism behind the role of embed-
dedness in mitigating tie decay, using interactions with
self-monitoring personality. In model (17), the main
effect ofEgo’s Self-Monitoring personality is entered into
the models; it has no significant effect on tie decay.15
An unreported model enters both Mutual Friends and
Ego’s Self-Monitoring, yielding substantively the same
results as models (16) and (17), and model (18) adds
their interaction. The results indicate that interacting
Mutual Friends and Ego’s Self-Monitoring does little to

change the main effect ofMutual Friends: its magnitude
remains approximately the same across models (16)
and (18). However, adding the interaction term causes
the main effect of Ego’s Self-Monitoring to become neg-
ative and quite large (p < 0.01). The interaction term
itself is positive and statistically significant (p < 0.01).16
This effect is shown graphically in panel C of Fig-

ure 1, which indicates that for reorganized dyads with
one friends in common, the rate of tie decay is much
higher for lowself-monitors than forhighself-monitors.
For high self-monitors, the curve is gradually down-
ward sloping, whereas for low self-monitors, it takes a
much steeper downward trajectory.Adding onemutual
friend causes the rate of tie decay to decline for both
populations, but it also causes the gap to narrow. The
decay rates for high and low self-monitors converge at
14 mutual friends, after which high self-monitors are
more likely to experience tie decay upon reorganiza-
tion. Thus, it seems that low self-monitors are more
responsive to the effect of each additional friend in com-
mon on dyadic tie decay than high self-monitors are.

Finally, to examine whether the effects of these
three hypotheses on Tie Decay are independent or
overlapping, models (19) and (20) include all three
sets of covariates. Model (19) includes the main effects
of Alter’s Brokerage, Reciprocity, and Mutual Friends.
Model (20) add in Ego’s Machiavellianism, Alter’s Per-
ceived Empathy, and Ego’s Self-Monitoring, as well as the
hypothesized interactions. In all cases, the results repli-
cate those reported in separate models, indicating that
the underlying mechanism for each hypothesis is inde-
pendent of the others. In all, the results provide strong
support for the theory.

To assess the robustness of these results to endo-
geneity in the formation of ties (whichmust necessarily
precede tie decay), I replicated the fully specified
model (20) using a two-stage Heckman estimator
(Heckman 1979). In the first stage, dyadic similarity
variables for demographics (gender, nationality, and
race/ethnicity), location of residence, and randomly
assigned fall class sections and study groupswere used
to predict the formation of network ties at Time 1.
The covariates of interest (plus controls) then predicted
tie decay for those dyads who were reorganized into
different sections. The results of this supplementary
analysis are quite consistent with those reported in
model (20). In all cases, the hypothesized effects are in
the same direction as model (20), and most coefficients
are comparable in magnitude with a linear probability
specification of model (20), though two of the interac-
tions are only of marginal statistically significance.

Discussion and Conclusion
In this paper, I seek to extend research on network evo-
lution by examining the structural and psychological
antecedents of actors’ tie decay choices in the face of
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the shifting opportunity structures. Whereas the bur-
geoning literature on network evolution focuses on the
formation of network ties, I examine the antecedents of
tie decay, a fundamental processes of network evolu-
tion that is nevertheless not well understood. Indeed,
prior research on the effects of structural change on
networks focuses on those ties that are retained, rather
than those that decay, without examining what fac-
tors determine whether a given tie will decay or per-
sist (e.g., Kleinbaum 2012). To examine tie decay—and
to focus on actors’ tie decay choices—I exploit a ran-
domized, natural experiment in which class sections
and study groups were randomly assigned and reas-
signed to a complete cohort of MBA students. This
research builds on the growing interest in understand-
ing the antecedents of network structure and the forces
that drive network evolution (e.g., Sasovova et al. 2010,
Ahuja et al. 2012) and addresses recent reiteration by
McEvily et al. (2014) of a long-standing call for “study
of the coevolution of foci and networks” (McPherson
et al. 2001, p. 438).
This study underscores an important question about

the epistemology of networks: what does it mean for a
tie to “decay”? In this paper, I define tie decay very sim-
ply as a tie thatwas reported at Time 1 and not reported
at Time 2. However, recent work (Levin et al. 2006,
2011) suggests that ties tend not to completely disap-
pear; rather, they transition from an active state to a
dormant state.17 In the present empirical setting, there
is no doubt that, consistent with this work, ties that
have decayed could readily be reactivated; I thus make
no distinction here between a tie that has “decayed”
and one whose activity is “dormant.” And although
prior work in this vein has focused on the value of
reconnection—when dormant ties are reactivated and
put to productive use—there has been far less research
examining, as I do here, the earlier transition from an
active to a dormant state. Conceptually, these research
streams are complementary, as a tie must first decay
(or become dormant) before it can be reactivated.
Of course, like all research, the present work is not

without limitation. The most notable limitation lies in
the fact that we cannot know to what extent findings
based on socializing ties of MBA students generalize
to other kinds of organizations. Although the empiri-
cal setting entails students socializing within a closed
community in the absence of any formal hierarchy and
with relatively few prescribed task interdependencies,
MBA sections and study groups are nevertheless not
altogether dissimilar from work groups, departments,
and other formal organizational arrangements in firms.
Furthermore, most students have uprooted their lives
and moved to a new place where they are collocated in
close proximity with their classmates for many hours
each day and with few outside social alternatives. All
of these factors reinforce the internal validity of the
data, while alsomakingMBA students an idiosyncratic

sample whose generalizability to other populations is
unknown.

Yet, despite this limitation, these data are worth
analyzing because the rare occurrence of a random-
ized, natural experiment (i.e., the random assignment
and reassignment of students to sections) provides a
strategic research context that enables cleaner causal
identification than earlier cross-sectional or longitudi-
nal studies in more naturalistic settings (cf. Jonczyk
et al. 2016). Indeed, much prior research (e.g., Mouw
2006, Kleinbaum and Stuart 2014b) explicitly points to
the problems of endogeneity and reverse causality in
studies—even longitudinal ones—of network change
and calls for research with more compelling identifica-
tion strategies. The present research begins to answer
that call, but even here, with random reorganization,
the antecedents of tie decay are still imperfectly iden-
tified because of endogeneity in tie formation choices,
whichmust necessarily precede decay. Such endogene-
ity could be addressed with, for example, a matching
design or a selection model.

A second limitation lies in the measure of the value
of a contact. While the present empirical setting offers
many advantages, one limitation is that I have no
measures of the value of a contact based on differ-
ential access to resources. Instead, I measure contact
value in network terms. In a more naturalistic orga-
nizational setting, the brokerage measure of a con-
tact value might be complemented by other measures,
such as control over resources, level in the hierarchy,
or expertise. Whatever the measure, however, I expect
that the finding—that actors, and especiallyMachiavel-
lian actors, choose to retain ties to valuable contacts—
would hold.

Despite these limitations, I hope that this work will
make several contributions to the literature. First, I
make a theoretical contribution to research on network
evolution by complementing the existing research on
network tie formation (e.g., Dahlander and McFarland
2013, Kleinbaum and Stuart 2014a) with the comple-
mentary, equally important, but less well-understood
phenomenon of tie decay. To the extent that people
are limited in their network carrying capacity, adding
new ties to one’s network necessitates dropping oth-
ers. And yet, the research on network evolution has
focused on changing structures (e.g., Jonczyk et al.
2016) or on tie formation (e.g., Sailer and McCulloh
2012) with scant attention to tie decay. Despite early
work (Burt 2000) surmising that tie decay is nothing
more than the opposite of tie formation, I argue that
the opportunity factors at play in tie formation do par-
allel those in tie decay, but that choice plays a different
and more significant role in tie decay. Building on this
claim, I develop and test an integrated theory of social
structure and social psychology in tie decay choices.
Furthermore, these results suggest that when acting in
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concert, the well-documented processes of tie forma-
tion and tie decay processes outlined here should sys-
tematically lead to network growth for advantageous
contacts, those with highly embedded networks, and
those with high levels of reciprocity. This could enable,
for example, introverts—who are believed to build net-
works with high embeddedness and reciprocity—to
accumulate large networks over time as well. Future
research should investigate such possibilities directly.
This research also contributes to the literature on the

personality antecedents of social networks. Early work
in this domain argued that on average, chameleonic
high self-monitors receive greater attainment than true-
to-themselves low self-monitors (Kilduff andDay 1994)
because of their greater ability to build advantageous
network positions (Mehra et al. 2001, Oh and Kilduff
2008, Sasovova et al. 2010). More recent work sug-
gests that this effect may be continent on the high
self-monitor also being perceived as highly empathic
(Kleinbaum et al. 2015). This work suggests that the
self-monitoring effect may also depend on the social
structure withinwhich one is embedded. Furthermore,
little prior work has examined the roles of the myr-
iad other personality variables, such as Machiavellian-
ism (cf. Shipilov et al. 2014) or perceived empathy, (cf.
Kleinbaumet al. 2015) in network evolution (Burt 2012).

A related contribution of this paper is to posit
boundary conditions on the generality of network
research across levels of analysis.18 It has long been
argued—indeed, it has been one of the hallmarks
of network science as an interdisciplinary field of
research—that a network is a network is a network,
regardless of the particular nature of the nodes and
links (e.g., Wasserman and Faust 1994, Newman et al.
2006, Newman 2010). In one well-known example,
Watts’ (1999) work on the “small world phenomenon”
illustrated a common structure across three very dif-
ferent networks: the collaboration network among
Hollywood actors, the electric utility network of the
United States, and neural network of the roundworm
Caenorhabditis elegans. And while some highly gen-
eral, graph theoretical truths have been discovered that
span levels of analysis, in other ways, the social net-
works of people aredifferent from the alliance networks
of organizations, the physical networks of power sta-
tions, or the neural networks of worms. In this paper,
I take seriously those differences and develop an inte-
grated theory of tie decay choices that encompasses
both structure (which is relatively agnostic of the
nature of a node) and personality (which very much
depends on nodes being human, with our attendant
psychological processes), discrete bodies of scholar-
ship that have tended to remain separated by disci-
plinary divides.
From a managerial standpoint, this work recognizes

the central role of reorganization in the managerial

toolkit for organizational change and examines how
reorganization effects network changes. Building on
this point, the findings here support earlier accounts
that reorganization is a useful tool for reshaping
organizational networks (Gulati and Puranam 2009,
Kleinbaum and Stuart 2014b), but beyond a few cases,
convincing empirical evidence has been scant. By pro-
viding evidence from a randomized natural experi-
ment, this research buttresses the evidence of earlier,
observational studies of tie formation and brings new
evidence about tie decay.

It is striking that reorganization is a readily available
managerial tool for influencing organizational behav-
ior and performance. If the results of this study do
generalize to reorganizations in other settings, this
research may have important implications for the prac-
tice of organizational change. Reorganization is typical
of many organizational change efforts and is a promi-
nent arrow in the quiver of themanagement consulting
industry. But our understanding of how such changes
affect the informal social network of the organization—
and especially of how they affect the decay of network
ties—is limited. Conceptual research has argued that
the rate of tie decay may have strategic implications for
firms (Kleinbaum and Stuart 2014b), so better under-
standing the effect of reorganization on tie decay (and
persistence) is imperative for the successful implemen-
tation of organizational change.

Of course, the real world of contemporary orga-
nizations is far more complex than the social envi-
ronment of an elite MBA program, with its transient
friendships and randomly assigned structures. The
natural experiment studied here offers novel and com-
pelling evidence of the effect of social settings on net-
works; at the same time, I make no claim that in the
real world the reverse does not also occur. Although
changes in organizational structure affect networks, so
too can networks induce changes in formal organi-
zational structure; therein lies the fundamental endo-
geneity challenge of research on social networks. I hope
that this paper will offer one modest step toward a
more complete, theoretically integrated understanding
of the complex interplay between networks and social
settings.
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Endnotes
1Although this asymmetry affects the decay and persistence of inter-
firm ties (Yue 2012), it should be even more salient in the context of
interpersonal networks, where knowledge about individual nodes is
less readily codified and less publicly available.
2Of course, this argument does not preclude the possibility that the
other person may analogously choose to let her tie to the focal actor
decay.
3To preview the empirical setting, it is important to note that virtu-
ally all dyads that are at risk of tie decay (over 99.9% of them) have
at least one friend in common. Thus, consistent with this theoretical
argument, the variation that drives this effect is not whether or not
there are any mutual friends, but rather, whether there are more or
fewermutual friends. In a hypothetical setting that is socially sparser,
where many dyads have no friends in common and more than a sin-
gle friend in common is rare, we might expect that the more socially
aware high self-monitors would attendmore strongly to the presence
of a mutual friend, yielding a theoretical prediction that the effect of
a singlemutual friend on tie decaywould be especially strong in high
self-monitors. For this reason, the modifier “In dense networks. . .” is
included in Hypothesis 3A.
4One enrolled student was inactive because of a medical leave of
absence, which effectively excluded her from the social cohort of the
class; she was therefore excluded from the sampling frame.
5To preserve students’ anonymity from the researcher and to ensure
that assignment of ethnicity codes was independent of the research
questions, all coding was done by research assistants. Even with this
precaution, alternative analyses were conducted using only those
students who elected to self-report their ethnicities. Across all these
analyses, the same-ethnicity effect sizes were slightly smaller than in
the core results because of the additional noise created by missing
data, but the substantive findings were unchanged.
6For robustness, I alsomeasured twomore conservative counts (both
i and j cite q as a friend, regardless of q’s perspective, and, separately,
both i and j cite q and q cites both i and j) and found substantively
identical results.
7 I chose brokerage because of its paramount importance in the net-
works literature, but one might surmise that brokerage may be less
observable to the actors themselves than popularity or social status.
For robustness, I replicated all models using a measure of popu-
larity/social status based on eigenvector centrality (Bonacich 1987)
in lieu of the brokerage measure. Although they are conceptually
distinct, eigenvector centrality is empirically correlated at 0.90 with
brokerage; unsurprisingly, therefore, the results with the eigenvector
centrality measure of a contact’s value are substantively identical to
those with brokerage as the measure of a contact’s value.
8Here and throughout this paper, results are substantively identical
when regressions are estimated using unstandardized variables.
9Some methodological work (Allison 1999, Ai and Norton 2003) has
highlighted the difficulties in interpreting interaction terms in non-
linear regression, such as the logit models estimated here (but see
also Greene 2010). To confirm that the coefficients here are not mis-
leading, all models were reestimated in a linear probability specifi-
cation with multiple clustering. Results were substantively identical,
lending credence to the robustness of the findings.
10Because this is a whole-network analysis (Marsden 1990), aver-
age out-degree scores exactly equal average in-degree scores by
construction.
11Effect sizes in colinear models depend on the levels of all other
covariates. To estimate the size of the “typical” foreign conational

effect, I set the U.S. conational effect to zero (because, by definition,
foreign and U.S. conational status are jointly determined) and set all
other covariates in the model at their mean values.
12Recall that study groups are strictly nested within sections.
13Unreported analyses reveal that although gender does not play a
significant role in structuring relations among reorganized dyads, it
does play a role for dyads who, by random chance, ended up in the
same section: gender seems to exert its effects only on structurally
persisting dyads, inducing same-gender dyads to stay in contact at
a higher rate than mixed-gender dyads as the social environment
around them changes.
14Recall that in this empirical setting, there are virtually no dyads
that have no friends in common.
15But we note evidence from earlier work (Sasovova et al. 2010,
Kleinbaum et al. 2015) that has shown that in the absence of reorga-
nization, high self-monitors both build and dissolve social ties at a
faster rate than low self-monitors do.
16These results are robust to the addition of a covariate for extraver-
sion (John and Srivastava 1999). Additionally, to ascertain the the-
oretical precision of this prediction, I also estimated models in
which extraversion was substituted for self-monitoring. There is a
main effect of extraversion (i.e., ceteris paribus, extraverts allow
fewer ties to decay), but the interaction effect that I hypothesize for
self-monitoring does not occur for extraversion. These additional,
unreported analyses help to buttress support for the hypothesized
mechanism.
17 I do not focus here on ties that are actively, deliberately severed,
for example, as a result of a conflict. For one study of deliberate
tie severance, see Vaughan (1986). On the strategic choice to impose
costs on contacts who are “disposable,” thereby inducing them to
sever contact with you, see Desmond (2012). For related work on
conflict and negative ties, see Labianca (2014).
18 I am indebted to Henrich Greve for underscoring this point.
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