The behavioral theory of the firm and prospect theory predict that performance below an aspiration level increases risk taking, but researchers also propose that performance below an aspiration level decreases risk taking. These conflicting predictions primarily hinge on whether decision makers perceive negative performance as a repairable gap or as a threat to firm survival. This study examines a boundary condition of these conflicting predictions. We argue that a firm's resource endowment affects decision makers' risk tolerance: Managers in firms with large stocks of resources are buffered from the threat of failure and conform to the prediction of greater risk taking in response to performance decreases; managers in firms with limited resources view low performance as a step closer to failure and decrease risk taking in response to performance decreases. Using data on the risky decision of factory expansion in shipbuilding firms and firm size as an indicator of the stock of tangible resources, we find that performance below the aspiration level reduces risk taking in small firms, but either does not affect risk taking or increases risk taking in large firms. These findings are largely consistent with our predictions and also suggest that large firms are more inert than small firms.
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Introduction
The behavioral perspective has guided much recent research on risky organizational changes. Its central argument is that decision makers use an aspiration level to evaluate performance and that the performance relative to the aspiration level influences their inclination to take risks and make changes (Cyert and March 1963; March and Shapira 1987, 1992; Shapira 1986). The theory is based on psychological processes of risk perception and preference (Kahneman and Tversky 1979) and organizational processes of search (Cyert and March 1963).

Most studies adopting this theoretical perspective suggest that, when performance is above the aspiration level, increases in performance decrease risk taking (Bromiley et al. 2001, Nickel and Rodriguez 2002). In contrast, the effect of changes in performance when performance falls below the aspiration level remains subject to active debate (March and Shapira 1987, 1992; Mone et al. 1998; Ocasio 1995; Sitkin and Pablo 1992). Researchers have focused on two opposing arguments. One proposes that performance below the aspiration level heightens awareness of needs for improvement and stimulates risk taking (Cyert and March 1963, Kahneman and Tversky 1979), whereas the other suggests that performance below the aspiration level heightens awareness of danger and leads to risk aversion (Lopes 1987, Sitkin and Pablo 1992, Staw et al. 1981).

Although the debate regarding the conflicting predictions of risk seeking and risk aversion has received considerable attention (March and Shapira 1987, 1992; Mone et al. 1998; Ocasio 1995), it rests on limited empirical evidence. Evidence of risk aversion when performance is below the aspiration level comes primarily from studies of risk behavior in response to organizational decline (e.g., Greenhalgh 1983, Cameron et al. 1987), manifested as a reduction in financial resources. Because those studies focus on organizations close to failure, it remains unclear whether decision makers experiencing low but not near-fatal performance would also show risk aversion. Except for two studies that provide some suggestive evidence (Miller and Bromiley 1990, Wiseman and Bromiley 1996), prior research does not show risk aversion when performance is below the aspiration level.
Evidence of risk seeking when performance is below the aspiration level is also relatively rare. Most studies of organizational risk taking examine the effect of performance on risk behavior, but assume that this relationship is the same when performance is both above and below the aspiration level (Bromiley 1991, Singh 1986, Wiseman and Catanach 1997). Therefore, the researchers estimate the effect of performance on risk behavior as an average across the performance range. Some studies have separated the performance above and below aspiration levels and have shown risk taking when performance is below the aspiration level (Gooding et al. 1996, Greve 1998, Ketchen and Palmer 1999, Miller and Chen 2004).

This study attempts to clarify the effect of performance on risk behavior by identifying organizational conditions under which performance below the aspiration level leads to risk taking or risk aversion. Building on the shifting-focus model of risk taking (March and Shapira 1987, 1992), we propose that a firm's stock of resources affects risk behavior. Low performance can threaten the normal functioning of a firm and even its survival, but these consequences are likely to be contingent on a firm's resource endowment (Levinthal 1991). Levels of low performance that do not normally threaten firms with large stocks of resources can induce the failure of firms with limited resources. We expect that managers of firms with a limited stock of resources perceive the low performance as a step closer to firm failure. Threatened by the prospect of additional losses that can jeopardize the survival of the firm, these decision makers become risk averse.

Their risk behavior presumably stems from a combination of their inability to generate risky courses of action (Staw et al. 1981) and their choice of low-risk options that do not require investing the firm's few remaining resources (March and Shapira 1992). In contrast, managers of firms with large stocks of resources are less concerned about the risk of incurring additional losses, because additional losses would not threaten the firm's survival. They look more at the upside of decisions that require substantial allocations of resources, and are more prone to make risky decisions.

We explore these ideas by examining the risk behavior of small and large firms when performance is below the aspiration level. Firm size is a primary indicator of tangible resources and has been shown to reduce firm failure rates (Brüderl and Schüssler 1990, Dobrev 2001, Levinthal 1991, Mitchell 1994). The specific risk behavior we analyze is factory expansion by Japanese shipbuilders. Factory expansion is a risky decision because the consequences are uncertain and may include losses (March and Shapira 1987, Palmer and Wiseman 1999, Rueff et al. 1999). By upgrading production assets or adding employees, a firm can overcome productivity gaps or capacity constraints, but additional investments can worsen the situation if the implementation of the expansion is not successful or if environmental changes depress the market served by the factory. In shipbuilding, factories are important strategic assets that are risky because of high fluctuations in demand. Having had 30% of the global market in recent years, the Japanese shipbuilding industry is an important subpopulation of firms within a single national context.

**Theory and Hypotheses**

**The Effect of Performance Below the Aspiration Level on Risk Taking**

Research on organizational risk taking has been guided primarily by two theories: the behavioral theory of the firm (Cyert and March 1963), in particular the component regarding the search process, and prospect theory (Kahneman and Tversky 1979). Researchers have emphasized the similarities between these two theories, noting that both theories predict risk aversion when performance is above an aspiration level and risk seeking when performance is below an aspiration level, and that both theories base their predictions on the following three components (e.g., Singh 1986, Lant and Montgomery 1987, Bromiley 1991). First, the decision maker focuses attention on an aspiration level for performance. In prospect theory, this aspiration level is the status quo, or a value of zero, whereas in the behavioral theory of the firm, the aspiration level is determined by social or historical comparison. Second, the decision maker uses this aspiration level to code outcomes as failures when performance is below it and as successes when performance exceeds it. Third, the desire to overcome a performance failure is stronger than the desire to extend success, so decision makers below the aspiration level accept more risks than decision makers above the aspiration level.

Although risk aversion when performance is above the aspiration level is widely accepted, the claim of risk seeking when performance is below the aspiration level has been controversial (Lopes 1987; March and Shapira 1987, 1992; Ocasio 1995; Sitkin and Pablo 1992). Researchers have proposed two related arguments for why performance below the aspiration level might lead to risk aversion rather than to risk seeking. Drawing primarily from research that developed the threat-rigidity hypothesis (Staw et al. 1981), the first argument holds that decision makers interpret performance below the aspiration level not as a repairable gap, as prospect theory and the behavioral theory of the firm assume, but rather as a threat to their vital interests (Milliken and Lant 1991, Sitkin and...
Pablo 1992, Ocasio 1995, Mone et al. 1998). Perceptions of threat lead to psychological stress and anxiety, which restricts information processing and reduces behavioral flexibility. Finally, an inability to generate and consider risky alternatives makes decision makers rigid and risk averse.

The second argument proposes that risk aversion results from decision makers’ motivational predispositions (Lopes 1987). In this view, most decision makers have a strong need for security and are motivated to avoid bad outcomes. When performance is below the aspiration level, they experience a conflict between the desire to improve the performance by making risky decisions and the desire to preserve a position of safety by avoiding additional losses. This conflict gives rise to unstable risk preferences and to a greater frequency of low-risk choices than hypothesized by prospect theory and the behavioral theory of the firm. These two arguments emphasize different processes underlying risk aversion—an inability to generate risky alternatives and a desire to preserve a position of safety. However, both arguments imply that interpretation of low performance as a threat induces risk aversion.

In spite of the continued attention given to these conflicting predictions, we found just six studies that showed that performance below the aspiration level affected firms’ risk behavior, and these studies offer contradictory evidence. Gooding et al. (1996) found that firms with performance in the lowest quintile took more risk in response to performance declines. Greve (1998) found that decreases in performance increased the risk taking of firms both above and below the aspiration level, but had a weaker effect on those below the aspiration level. Ketchen and Palmer (1999) found that low performance increased organizational risk taking. Miller and Chen (2004) found that decreases in performance increased organizational risk taking in all (low, medium, and high) ranges of performance. Miller and Bromiley (1990) found that deterioration in performance increased risk taking for high performers but decreased it for low performers. Wiseman and Bromiley (1996) found that lower performance caused less risk taking in a sample of declining firms. Thus, the first four studies suggest risk seeking below the aspiration level, whereas the latter two studies provide evidence of risk aversion below the aspiration level. In both these latter studies, the evidence in favor of risk aversion was counter to the authors’ predictions and led to calls for more research.

To help resolve this longstanding debate and to correct the imbalance between theoretical and empirical work, we begin by testing the two competing predictions regarding the effect of performance below the aspiration level on firms’ risk behavior. The first is proposed by the behavioral theory of the firm and prospect theory; the second is the risk-aversion hypothesis.

**HYPOTHESIS 1.** When performance is below the aspiration level, performance decreases lead to more risk taking.

**HYPOTHESIS 2.** When performance is below the aspiration level, performance decreases lead to less risk taking.

### The Shifting-Focus Model of Risk Taking and the Moderating Effect of Firm Size

Researchers have suggested that the conflicting findings regarding risk seeking under conditions of adversity may be due to unobserved heterogeneity and have proposed numerous contingencies that may explain when risk aversion or risk seeking prevails (Mone et al. 1998, Ocasio 1995, Sitkin and Pablo 1992). However, few studies have addressed this issue empirically (but see Chattopadhyay et al. 2001). March and Shapira (1987, 1992) have made an important contribution to this literature by proposing the shifting-focus model of risk taking. Drawing on extensive studies of how managers perceive risk (Shapira 1986), they noted that decision makers do not direct their attention to a single reference point, as prospect theory and the behavioral theory of the firm assume. Rather, decision makers switch their focus between the aspiration level for performance and the survival point—the point at which performance is so low that the organization fails. March and Shapira (1992) suggested that the reference point on which decision makers focus is important because it affects how they interpret performance outcomes, and these interpretations in turn influence whether decision makers respond to changes in performance by increasing or decreasing risk taking.

The shifting-focus model of risk taking reconciles the conflicting predictions of risk aversion and risk seeking by suggesting two scenarios for firms with performance above the survival point but below the aspiration level. In the first scenario, decision makers focus on the survival point, which makes them interpret decreases in performance as a step closer to failure and as a serious threat. This interpretation of low performance induces risk aversion either because perceptions of threat make decision makers rigid and

---

1 Additional evidence comes from two individual-level experimental (Laughhunn et al. 1980) and survey (Shapira 1986) studies finding that very low performance reduced risk taking. There has also been work finding no effect on firm risk taking below the aspiration level (e.g., Greve 2003a).

2 Because decision makers aspire to do better than firm failure, the aspiration level is always higher than the survival point. Also, performance below the survival point leads to failure, so we can restrict our attention to performance below the aspiration level and above the survival point.
Figure 1: The Effect of a Firm's Resource Endowment on Risk Taking Below the Aspiration Level

Unable to generate risky courses of action, or because decision makers deliberately opt for low-risk options that reduce the probability of a firm's demise. Thus, as performance approaches the survival point, risk-taking decreases. In the second scenario, decision makers focus on the aspiration level. As a result, they interpret decreases in performance as repairable gaps and take greater risks the further the performance falls below the aspiration level. The important implication, then, is that performance decreases below the aspiration level lead to increased risk taking if the focus is on the aspiration level, but lead to decreased risk taking if the focus is on the survival point.

Managers may shift attention between these reference points according to various rules (March and Shapira 1992). We propose a rule that depends on two factors. First, decision makers focus on the reference point that is closer to actual performance because the consequences of reaching the closer point loom larger. Second, a firm's stock of resources influences the position of the survival point, both cognitively and in reality. Extensive financial assets, manufacturing infrastructures, and a large workforce allow firms to endure many periods of poor financial performance with little threat of failure (Levinthal 1991). This buffering effect of a large stock of resources lowers the performance level at which the organization's survival is in danger (i.e., the survival point). Small resource endowments, in contrast, raise the level of a firm's survival point.

Figure 1 graphically represents the different positions of the survival point for a firm with a limited stock of resources and a firm with a large stock of resources and shows their implications for risk behavior. When performance falls below the aspiration level, the greater distance between the survival point and the aspiration level makes managers of firms with large stocks of resources focus on the aspiration level, whereas managers of firms with small stocks of resources focus on the more proximate survival point. As a result, managers of resource-rich firms interpret low performance as a gap that can be closed by taking risks, whereas managers of resource-poor firms interpret low performance as a step closer to a serious crisis that calls for risk aversion.

Empirical evidence that a small stock of resources makes firms more vulnerable comes from research showing that small firm size increases the probability of firm failure (Bruderl and Schüssler 1990, Dobrev 2001, Mitchell 1994). These studies explicitly refer to firm size as an indicator of a firm's current resource endowment. Mitchell (1994, p. 577), for example, suggests that "larger businesses tend to have larger pools of financial and managerial resources that help overcome problems that threaten their survival." Large firm size also increases the potential to attract additional resources. As Bruderl and Schüssler (1990, p. 535) note: "large firms have advantages in raising capital, face better tax conditions and government regulations, and are in better position to compete for qualified labor." Accordingly, we use firm size as an

1 The definition of small depends on the production technology of the industry. For example, Naikai shipbuilding, with 589 employees, is just large enough to build long-range vessels for the international shipbuilding market. As is common for small shipbuilders, much of its business is repairs and change instead of the more lucrative newbuild contracts. For example, in 1993 its newbuild tonnage was 63,479 while its repair/change tonnage was 824,664. For comparison, a Suezmax oil tanker (small enough to go through the Suez channel) is 150,000 dead-weight tons Suezmax and larger ships require the facilities found in large shipyards. In other industries, a firm with 589 employees may fall in the medium or large categories.
indicator of a firm's resource endowment and propose that it modifies the effect of low performance on risk behavior as follows:

**Hypothesis 3.** When performance is below the aspiration level, performance decreases lead to less risk taking among small firms and more risk taking among large firms.

**Firm Size and Inertia**

We have proposed that firm size affects the performance-risk relationship when performance is below the aspiration level, but firm size can also influence risk taking irrespective of the level of performance. The theory of structural inertia holds that large firms are encumbered by structural constraints such as slow communication channels, the need for multiple approvals, and norms and procedures that limit decision makers' ability to make organizational changes (Hannan and Freeman 1984). An implication of this theory is that the structural constraints associated with large firm size can discourage the pursuit of risky courses of action. Thus, inertia theory predicts the following:

**Hypothesis 4.** Firm size decreases risk taking.

**Data and Methods**

Most research on organizational risk taking examines either aggregate measures of firm risk (e.g., Gooding et al. 1996, Palmer and Wiseman 1999) or specific risky decisions (e.g., McNamara and Bromiley 1997). The advantage of focusing on specific decisions is that they more directly correspond to the actual risk behavior of managers (March and Shapira 1987). Taking this latter approach, we examine the strategic decisions regarding factory expansion made by Japanese shipbuilders.

We use data for shipbuilders on the primary list of the Tokyo and Osaka Stock exchanges from 1974 to 1995. The firm data come from the Nikkei annual directory of corporations, and industry data were taken from the Ministry of Transportation's annual report on shipbuilding. Nine Japanese shipbuilders were listed in the stock market throughout the sample period, and two exited the data through failure (Hashimoto) and stock delisting (Hakodate), respectively. We use all years in which complete data are available for these 11 firms, for a total of 178 firm-years.

We also identified 12 other builders of large- and medium-sized ships in Japan that were not listed in the stock market, of which two failed during the study period, but we were unable to obtain accounting data for these firms. Many of these firms appear to be family controlled. In addition to these builders of medium and large ships, there are numerous builders of small ships. Their plants and production processes are sufficiently different from these builders that they should be considered a distinct organizational form.

**Measures**

**Dependent Variables.** We examined five variables indicating factory expansion. The first three are the logged ratio of the year-end and year-start of the firm's (1) value of the machinery, (2) value of the nonmachinery real assets, and (3) number of workers. All these are long-term investments that cannot easily be disposed of if they turn out not to be needed. The machinery and other real assets of shipbuilders are highly specialized and immobile, and the firms honored lifetime employment guarantees during the study period. The final two variables are counts of the number of additions or deletions of factory functions according to the categories: (1) new ships, (2) ship repairs, (3) engines, (4) accessories, (5) steel, and (6) unrelated business.

We first analyzed growth in the value of the machinery. Machinery can be purchased and installed quickly and is not autocorrelated across years, making it the most sensitive indicator of investment decisions. Next, we extracted a measure of overall expansion from the five variables by performing a principal factor analysis with varimax rotation. This yielded two significant factors: One factor captured factory expansion, and the other captured function change. The expansion factor (eigenvalue 0.746) had similar loadings for value of machinery (0.514) and nonmachinery (0.535) real assets and number of workers (0.403), and small loadings of the function add (0.115) and drop (0.136) variables. The other factor (eigenvalue 1.084) had high loadings for function add (0.722) and drop (0.711), and small loadings for the other three variables (−0.076, −0.126, and −0.183, respectively). The score of the expansion factor was used as the dependent variable in the analysis. Maximum-likelihood or iterated principal factor methods of constructing the expansion factor had correlations of 0.99 with our approach.

**Firm Performance.** We measured performance using the traditional accounting measures of returns: return on equity (ROE), return on assets (ROA), and return on sales (ROS). We display the first two of these for brevity and note that the ROS findings resembled the ROA findings, but had somewhat weaker effects. Performance measures are evaluated against aspiration levels, which may be determined by the recent history of performance of the organization (historical aspiration levels) or by the performance of similar others (social aspiration levels) (Cyert and March 1963). We generated historical aspiration levels by taking an exponentially weighted average of past values on the performance variable (Greve 1998, Lant 1992, Levinthal and March 1981). The formula we used to compute historical aspiration levels is:

\[ A_t = aA_{t-1} + (1-a)P_{t-1}. \]
Here, $A$ is aspiration level, $P$ is the performance, $t$ is a time subscript, and $a$ is the weight given to the most recent aspiration level. The $a$ can be found by estimating the models with different values of $a$ and finding which value best fits the data. We used such preliminary analysis to establish that ROE had an $a$ of 0.1, ROA had 0.3, and ROS had 0.2. These low $a$s suggest fairly rapid updating of the aspiration level, as one would expect if decision makers believe that their industry is highly dynamic, so that only recent performance data are valid indicators of future prospects. We took the average performance of other firms in the same year as the social aspiration level (Lant and Hurley 1999, Mezias et al. 2002).

To examine whether the effect of performance on factory expansion differs according to whether the performance is above or below the aspiration level, we split the performance variables into two categories. Performance above the aspiration level equals 0 when performance is below the aspiration level and equals performance minus the aspiration level when performance is above the aspiration level. Similarly, performance below the aspiration level equals 0 when performance is above the aspiration level and equals performance minus the aspiration level when performance is below the aspiration level.

**Firm Size.** For firm size, we used the logged number of employees, which is a good measure of overall firm size in a given industry. In these data, the logged number of employees correlates highly with another standard size measure, the accounting value of assets. We logged the number of employees because we think that this specification better captures the effect of size on risk taking. It means that a given percentage increase has the same effect regardless of firm size, whereas a linear measure would mean that a given number of workers added has the same effect regardless of firm size. Going from 600 to 1,200 workers ought to affect risk taking more than going from 50,000 to 50,600 workers. The logging gives the size variable an approximately normal distribution.

To examine the interaction between firm performance and firm size, we normalized firm size between 0 and 1 using the lowest and highest values in the data. Thus, the largest firm (Mitsubishi, with 78,104 employees) had a score of 1, and the smallest (Naikai, with 538 employees) had a value of 0. This simplifies the interpretation of the coefficients in Tables 2 and 3 for the minimum and maximum values in the data. The effect for the smallest firm in the data is the main effect of firm performance, and the effect for the largest firm in the data is the sum of the main effect of firm performance and the interaction effect between firm performance and firm size. The effects for all other firms fall in between. Firm size is time varying, as all variables are, but the scaling function is time constant. Our approach is mathematically equivalent to the alternative approach of taking the interactions as deviations from the mean, but is easier to interpret when testing hypotheses that contrast the extremes in the size distribution.

**Control Variables.** Control variables were entered to describe firm and factory characteristics and the economic conditions in the previous year. Including firm age controlled for processes of bureaucratization and obsolescence associated with the passage of time. The firm’s product diversification was entered by computing the entropy index of product line shares given in the Nikkei directory. Operating cash flow measured the ability to fund investments without borrowing, and allowed us to control for an alternative explanation of differences in the risk behavior of small firms.

### Table 1 Descriptive Statistics and Correlations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Log machinery</td>
<td>9.33</td>
<td>1.47</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Firm expansion</td>
<td>0.063</td>
<td>0.599</td>
<td>-0.03</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Firm age</td>
<td>86.00</td>
<td>17.693</td>
<td>0.29</td>
<td>-0.21</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Diversification</td>
<td>1.08</td>
<td>0.037</td>
<td>0.85</td>
<td>-0.17</td>
<td>0.46</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Operational</td>
<td>0.015</td>
<td>0.021</td>
<td>-0.26</td>
<td>-0.23</td>
<td>0.24</td>
<td>0.23</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cash flow</td>
<td>0.8563</td>
<td>1.022</td>
<td>0.83</td>
<td>-0.05</td>
<td>0.44</td>
<td>0.62</td>
<td>0.37</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Order reserve</td>
<td>0.224</td>
<td>0.418</td>
<td>0.02</td>
<td>0.32</td>
<td>-0.31</td>
<td>-0.18</td>
<td>-0.25</td>
<td>-0.09</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Oil shock</td>
<td>0.942</td>
<td>2.950</td>
<td>0.03</td>
<td>0.33</td>
<td>-0.26</td>
<td>-0.18</td>
<td>-0.25</td>
<td>-0.05</td>
<td>0.85</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Ship production</td>
<td>0.338</td>
<td>0.269</td>
<td>0.92</td>
<td>-0.06</td>
<td>0.34</td>
<td>0.77</td>
<td>0.19</td>
<td>0.84</td>
<td>0.13</td>
<td>0.13</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Firm size</td>
<td>0.074</td>
<td>0.157</td>
<td>-0.16</td>
<td>-0.12</td>
<td>-0.22</td>
<td>-0.16</td>
<td>-0.04</td>
<td>0.16</td>
<td>0.00</td>
<td>-0.06</td>
<td>-0.19</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. ROE &gt; hist. asp.</td>
<td>0.086</td>
<td>0.146</td>
<td>0.27</td>
<td>0.08</td>
<td>0.15</td>
<td>0.26</td>
<td>-0.12</td>
<td>0.25</td>
<td>0.07</td>
<td>0.11</td>
<td>0.27</td>
<td>0.28</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. ROE &gt; hist. asp.</td>
<td>0.113</td>
<td>0.238</td>
<td>-0.10</td>
<td>0.08</td>
<td>-0.17</td>
<td>-0.17</td>
<td>0.08</td>
<td>-0.08</td>
<td>-0.11</td>
<td>-0.12</td>
<td>0.13</td>
<td>-0.06</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. ROE &gt; hist. asp.</td>
<td>0.120</td>
<td>0.541</td>
<td>0.17</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.12</td>
<td>0.07</td>
<td>0.00</td>
<td>0.10</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. ROE &gt; hist. asp.</td>
<td>0.008</td>
<td>0.015</td>
<td>-0.20</td>
<td>-0.05</td>
<td>-0.08</td>
<td>-0.12</td>
<td>-0.05</td>
<td>-0.08</td>
<td>-0.13</td>
<td>-0.22</td>
<td>0.67</td>
<td>0.32</td>
<td>0.05</td>
<td>0.05</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. ROA &gt; hist.</td>
<td>0.009</td>
<td>0.017</td>
<td>0.26</td>
<td>0.12</td>
<td>0.09</td>
<td>0.18</td>
<td>-0.08</td>
<td>0.23</td>
<td>0.16</td>
<td>0.20</td>
<td>0.24</td>
<td>0.21</td>
<td>0.61</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.30</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>15. ROA &gt; hist.</td>
<td>0.008</td>
<td>0.014</td>
<td>0.15</td>
<td>0.04</td>
<td>0.06</td>
<td>0.06</td>
<td>-0.08</td>
<td>0.14</td>
<td>0.11</td>
<td>0.11</td>
<td>0.21</td>
<td>0.09</td>
<td>0.32</td>
<td>0.22</td>
<td>0.30</td>
<td>0.05</td>
<td>0.42</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Notes: $N = 178$; correlation coefficients $>0.16$ are significant at the $<0.05$ level.
and large firms. Small firms that experience low performance may face greater liquidity constraints than similarly performing larger firms, and this difference, in turn, may be the source of differences in risk behavior. This variable equals the net profits plus depreciation, change in accruals, and change in accounts receivable, minus the change in accounts payable and inventories. The firm’s end-of-year order reserve represents nearly certain future income, so a high reserve reduces the risk of factory expansion.

We also controlled for important factors in the industry environment. To take the effect of the 1973 oil shock into account, an indicator variable was set to 1 for the years 1974–1976. Ship production is the annual tonnage (scale: million G/T) finished by the Japanese shipbuilders.

Models
For machinery growth we estimated models of size-dependent growth with fixed effects for each firm (Barron et al. 1995). Size-dependent growth models are a generalization of Gibrat’s law, in which the common pattern of growth rates that are less than proportional to the size will give a coefficient estimate of less than unity for the lagged dependent variable. We used a likelihood ratio test to determine that fixed effects were needed to control for significant firm differences in machinery growth rates.

For the overall expansion model we employed generalized estimating equations (GEE), which generalize quasi likelihood to the panel context (Liang and Zeger 1986). This method allows specification of various forms of within-group correlation, and its standard errors are robust to misspecification of the error term. A likelihood ratio test showed that fixed effects for each firm were not significant, but the exchangeable error structure (similar to random effects) provided a good fit to the data and controls for firm differences in growth rates. For this analysis we use robust estimates of the standard errors.

Results
Table 2 reports the results of the machinery growth analyses. For each variable ROE and ROA we show models with historical and social aspiration levels, and each of these is shown with and without the size interactions that test Hypothesis 3. Tests of significance in the table are two tailed, except those concerning Hypotheses 3 and 4, which are one tailed because the predictions are unidirectional. Table 3 reports the results of the overall expansion analysis.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Fixed-Effects Models of Firm Growth of Factory Machinery</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROE</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
</tr>
<tr>
<td>Log machinery t – 1</td>
<td>0.452**</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Firm age</td>
<td>0.006</td>
</tr>
<tr>
<td>Diversification</td>
<td>0.085</td>
</tr>
<tr>
<td>(0.232)</td>
<td>(0.225)</td>
</tr>
<tr>
<td>Operational cash flow</td>
<td>0.534</td>
</tr>
<tr>
<td>(0.516)</td>
<td>(0.528)</td>
</tr>
<tr>
<td>Order reserve</td>
<td>0.265**</td>
</tr>
<tr>
<td>(0.095)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>Oil shock</td>
<td>0.161</td>
</tr>
<tr>
<td>(0.132)</td>
<td>(0.128)</td>
</tr>
<tr>
<td>Ship production</td>
<td>0.017</td>
</tr>
<tr>
<td>(0.017)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Firm size</td>
<td>0.757</td>
</tr>
<tr>
<td>(0.620)</td>
<td>(0.607)</td>
</tr>
<tr>
<td>Performance – aspiration (above aspiration)</td>
<td>-0.197</td>
</tr>
<tr>
<td>(0.151)</td>
<td>(0.189)</td>
</tr>
<tr>
<td>Performance – aspiration (below aspiration)</td>
<td>0.242</td>
</tr>
<tr>
<td>(0.177)</td>
<td>(0.220)</td>
</tr>
<tr>
<td>Performance – aspiration × firm size (above asp.)</td>
<td>1.565</td>
</tr>
<tr>
<td>Performance – aspiration × firm size (below asp.)</td>
<td>-3.414**</td>
</tr>
<tr>
<td>F test of f.e.</td>
<td>2.60**</td>
</tr>
</tbody>
</table>

1p < 0.10; *p < 0.05; **p < 0.01. Standard errors are in parentheses.
Machinery Growth

Return on Equity. Model 1 shows that the ROE adjusted by the historical aspiration level has a non-significant effect on the growth of machinery above and below the aspiration level. Model 2 adds the interaction with firm size. Recall that the main effect equals the effect on the smallest firm in the sample, and the main effect plus the interaction equals the effect on the largest firm in the sample. The effects on the other firms are in-between. The estimates show that the nonsignificant effect of ROE below the aspiration level in Model 1 is in fact a result of blending two opposite effects for firms of different size. ROE has a positive and significant estimate consistent with risk aversion in small firms, and the interaction of ROE and firm size has a negative and significant estimate consistent with less risk aversion in large firms. In this and all subsequent models with interactions, we test whether the sum of the main effect and the interaction is significantly different from 0 with a Wald test ($\chi^2$, one degree of freedom). The sum of the coefficients is negative and significantly different from 0 ($p < 0.01$), showing that large firms increase risk taking as ROE declines. These results are fully consistent with Hypothesis 3. The main effect of firm size is not significant, so Hypothesis 4 is not supported. The lagged machinery value has a coefficient significantly below unity, however, which suggests inertia in large firms.

The analysis of the social aspiration level for ROE shows no significant effect on machinery expansion. This pattern is also repeated in the analysis for ROA adjusted by the social aspiration level, and in the next table we likewise see no effect of performance relative to the social aspiration level on overall factory expansion. This difference in the results for the social and historical aspiration levels suggests that managers make factory expansion decisions with attention to an internal rather than an external standard for performance. It has been suggested that managers prefer social aspiration levels when they see the firm as comparable to others, but prefer historical aspiration levels when they view the firm as unique (Greve 2003b), which would imply that managers of shipbuilding view their firm as distinct from other shipbuilders when making factory expansion decisions. Although this is a heuristic judgment that may be biased, it has some basis in reality because of the high heterogeneity of firm (and even plant) production assets in the shipbuilding industry. Strong effects of social aspiration levels have been found in the comparatively homogeneous radio-broadcasting industry (Greve 1998).
Return on Assets. Models 5 and 6 show the same patterns for ROA that were seen in the models for ROE. There is a marginally significant negative effect of ROA above the aspiration level and a nonsignificant effect of ROA below the aspiration level when only the main effects are added, but the interactions with size reveal distinct reactions to low performance for small and large firms. Small firms reduce risk taking when performance declines, as seen in the positive and significant effect of ROA below the aspiration level. Large firms increase risk taking, as seen in the large and negative effect of the firm-size interaction with ROA below the aspiration level. The difference is significant \((p < 0.05)\), and the results are fully supportive of Hypothesis 3.

Factory Expansion

Table 3 estimates models with the same independent variables, but with overall factory expansion as the dependent variable. The results are consistent with those of the machinery analysis.

Return on Equity. Model 1 shows that ROE adjusted by the historical aspiration level has a negative effect on factory expansion above the aspiration level and a positive effect below. Model 1 thus supports Hypothesis 2, that performance decreases below the aspiration level lead to less risk taking and contradicts Hypothesis 1, that performance decreases below the aspiration level lead to more risk taking, as prospect theory and the behavioral theory of the firm predict.

Model 1 also shows a negative and highly significant effect of firm size on factory expansion, in support of Hypothesis 4, that large firms are more inert. This finding is reproduced in all subsequent models, but to avoid repetition we only report it here.

Model 2 adds the interactions with firm size. For small firms, ROE has a negative and nonsignificant effect on factory expansion above the aspiration level and a highly significant, positive effect below the aspiration level. This shows threat rigidity below the aspiration level for small firms. Both interaction variables are significant and have negative signs. For the largest firm in the sample, ROE has a negative and significant effect on factory expansion above the aspiration level \((p < 0.01)\) and below the aspiration level \((p < 0.05)\). The findings support Hypothesis 3’s prediction of less risk taking for small firms and more risk taking for large firms below the aspiration level.

Return on Assets. Model 3 shows the effect of ROA adjusted by the historical aspiration level without interactions with the firm size. ROA has a negative but nonsignificant effect on factory expansion above the aspiration level and a positive and significant effect below. This supports Hypothesis 2 and contradicts Hypothesis 1. Model 6 adds the interactions with firm size. For small firms, ROA has a positive and significant effect on factory expansion below the aspiration level and a negative but nonsignificant effect above the aspiration level, as before. Both interaction variables are negative, and are significant for performance above the aspiration level and marginally significant for performance below the aspiration level. The largest firm in the sample shows a negative and significant relation between ROA and factory expansion above the aspiration level \((p < 0.01)\) and a negative but nonsignificant relation below the aspiration level \((p = 0.18)\). Thus, the ROA models partly support Hypothesis 3: Below the aspiration level, performance decreases lead to less risk taking among small firms, but do not appear to affect the risk taking of large firms.

The findings from the machinery growth models and the factory expansion models are consistent with each other. We find that the response to performance relative to the historical aspiration level differs in large and small firms, with small firms showing a threat-rigidity pattern, while large firms were either unresponsive or showed greater risk taking as performance declined. Thus, firm size is a boundary condition for whether threat rigidity or prospect theory/behavioral theory of the firm findings should be expected, as predicted in Hypothesis 3.

These findings are most easily explained by a difference in risk taking caused by the greater threat implied by low performance for small firms. That is, faced with the same low performance, managers of small firms will perceive a higher threat and will avoid risky factory expansion. In order to check this interpretation of the findings, we performed an additional analysis. If small firms face a greater threat of failure when expanding too much, then the same level of firm expansion should put more financial stress on small firms than on large. We tested this proposition and found that plant expansion stresses shipbuilder finances in ways consistent with our reasoning. Expansion significantly increased the proportion of sales-generated cash used to cover interest on debts for small firms, but not for large firms. Likewise, current liabilities and total debts were significantly increased for small firms, but not for large firms. These results are available from the authors.

Conclusion

This study examined the effect of performance below the aspiration level on organizational risk taking. Our findings provide rare evidence in support of the hypothesis of risk aversion when performance is below the aspiration level. Models examining the effect of performance on factory expansion showed that decreases in performance below the aspiration level reduced risk taking (ROE and ROA models), contrary to the predictions of prospect theory.
(Kahneman and Tversky 1979) and the behavioral theory of the firm (Cyert and March 1963), but consistent with the hypothesis of risk aversion (Lopes 1987, Staw et al. 1981).

We also showed that the finding that decreases in performance below the aspiration level will decrease risk taking masked differences between small and large firms. Small firms decreased risk taking in response to reduced firm performance. In contrast, large firms were either insensitive (ROA models) or increased risk taking (ROE models) in response to decreases in performance. These effects were found after controlling for operational cash flow, which suggests that differences in the risk behavior of small and large firms were not simply due to liquidity constraints.

The results support our argument that a firm’s size affects decision makers’ choice of the reference point and that this choice modifies risk behavior. Managers of small firms are more likely than managers of large firms to focus their attention on the survival point because small firms have limited resources and are vulnerable to levels of low performance that do not normally threaten large firms. A focus on the survival point induces managers of small firms to interpret a reduction in performance as a step closer to organizational failure, which invokes a risk-averse response, as the shifting-focus model of risk taking suggests, rather than as a repairable gap that can be closed by taking risks, as prospect theory and the behavioral theory of the firm predict. We also found that large firms took less risk at any given level of performance and showed some insensitivity to performance above the aspiration level. We interpret these findings as support for inertia theory’s prediction that structural constraints encumber pursuit of risky courses of action in large firms.

Our approach of examining the interactive effect of size and performance on risk-taking behavior is novel and sheds light on previous studies of the effect of performance on risk taking. The shifting-focus model of risk elaborated in this paper suggests that differences in the risk behavior of small and large firms may lead to either a positive effect or a nonsignificant effect of low performance on risk, as the overall pattern of our results show. Recall that a positive effect means that decreases in performance below the aspiration level reduce risk taking. Earlier we reviewed four studies using direct measures of aggregate risk such as income stream uncertainty. One of these studies, Miller and Bromiley (1990), examined, as we do, the risk behavior of firms along the entire range of performance below the aspiration level, whereas the other three studies used subsamples of low-performing firms. Gooding et al. (1996) examined the bottom quintile of the performance distribution, Miller and Chen (2004) studied firms with values of Altman’s (1984) bankruptcy score in the bottom 10%, and Wiseman and Bromiley (1996) selected firms with at least four years of declining sales out of a seven-year period. While Miller and Bromiley report, as we do, that low performance reduced risk taking, the other three studies report mixed results. Gooding et al. (1996) and Miller and Chen (2004) report increased risk taking after low performance, whereas Wiseman and Bromiley (1996) report the opposite effect. Thus, the study of risk that examines the entire range of low performance, as we do here, shows the same finding we do. The mixed results of studies that focus on subsamples of low-performing firms may be due to the manner in which low-performing firms are defined. For example, if firms with certain characteristics are overrepresented at the low end of the performance distribution, subsamples may introduce a selection bias that alters the results.

This observation is not contradicted when we consider the three studies that used indirect measures of risk. While Greve (1998) examined the probability of change of radio formats across the entire range of low-performance values, Ketchen and Palmer (1999) grouped low-performing hospitals in one category determined by whether performance was below the industry mean two years out of two. Again, the study that uses a research design closest to the research design of this study reports results that are consistent with the shifting-focus model of risk. Both studies report increased change in response to low performance. Greve (1998), however, differentiates in supplemental analyses between types of changes that entail different levels of risk, finding that, for the riskiest types of change, the effect of performance on change disappears, a result compatible with the shifting-focus model of risk taking. In another study that examines the entire range of low-performance values, Greve (2003a) similarly reported no effect of performance below the aspiration level on the high-risk behavior of launching innovations, but found a positive effect of low performance on the less-risky behavior of increasing R&D funding.

Overall, this comparative analysis suggests that our finding that low performance can have either a positive effect or a nonsignificant effect on risk as a result of differences in the risk behavior of small and large firms can be reconciled with studies that examine aggregate measures of risk or highly risky behaviors along the entire range of low performance. Our results imply that future studies should expect small and large firms to respond differently to low-performance and should incorporate these differences into the model. Studies that focus on a subsample of low-performing firms may be less appropriate...
to test the elaboration of the shifting-focus model of risk proposed in this paper.

An extension of this study would be to use the shifting-focus model to explore other organizational characteristics that influence the choice of reference point and thus explain the prevalence of risk aversion or risk seeking under low performance. For example, although we focused on firm size as an indicator of the stock of tangible resources (e.g., manufacturing infrastructures, technological capabilities, financial assets), the idea that resources can influence the choice of the reference point can be extended to intangible resources that buffer organizations and their decision makers from threat. One intangible resource is social capital, which can take the form of legitimacy, relationships with exchange partners, and trust among organization members. Lack of social capital could increase perceptions of threat when performance is low and thus contribute to decreased risk taking.

Our results also add to a small but growing body of work that seeks to incorporate the role of the organizational context in theories of organizational risk taking. Researchers have noted that theories based solely upon individual-level explanations offer unrealistic representations of how strategic decisions are made within organizations (Baird and Thomas 1985, March and Shapira 1987, Ruefli et al. 1999). One response has been to disaggregate firm-level risk into distinct operational risks, which allows exploration of whether managers exhibit heterogeneous risk preferences across choice domains (Kahneman and Lovallo 1993, Wiseman and Catanach 1997). Our study exemplifies a complementary approach by suggesting that an important feature of the organizational context, such as firm size, can moderate the effect of performance on risk behavior (Skitkin and Pablo 1992).

Future research could extend this approach by exploring the role of other organizational characteristics.

The interpretation of our findings comes with some caveats related to our sample of firms. The observed range of the size variable starts at 589, which is small for a shipbuilder, but not for many other organizational forms. Thus, it is unclear whether our findings extend to industries with much smaller organizations. We believe that the theoretical argument on threat rigidity ought to apply all the way down the size gradient, because smaller means "more likely to fail" for a given form of business. However, this is an issue that merits further attention in future work. Second, shipbuilding seems an ideal context in which to study risky decisions because it is a highly capital-intensive business and is subject to fluctuations in demand. Other contexts may show a weaker adjustment of risk taking than we found in shipbuilding.

In conclusion, although the conflicting hypotheses of risk aversion and risk seeking when performance is low have received much attention, the paucity of empirical research has retarded progress toward the resolution of this puzzle. Our study provides evidence in support of the hypothesis of risk aversion and the moderating effect of firm size and suggests that the shifting-focus model of risk taking yields insights that can help identify when risk aversion or risk seeking prevails. Future research can extend the argument developed here by examining other organizational characteristics that might affect whether decision makers interpret risky decisions as opportunities to exceed the aspiration level or as threats to a firm's survival.
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